
4th French - Israeli Symposium on Robotics (FIR'98)pp. 147-152, Besan�con, France, May 13-15 1998.Fitting teleoperation and virtual reality technologies towardsteleworkingA. Kheddar, C. Tzafestas, P. Blazevic, Ph. Coi�etLaboratoire de Robotique de ParisCNRS URA 1778 - UVSQ - UPMC10-12 Avenue de l'Europe 78140 V�elizy France.E-mail kheddar@robot.uvsq.frAbstractOne of the most challenging purpose for multime-dia systems is to include haptic data exchange throughcomputer network. This possibility may allow `hard'teleworking i.e. touching and manipulating real orvirtual remote features, thus changing physical prop-erties of remote locations. This paper discusses thistopic based on the well known teleoperation technologywhile being enhanced using virtual reality techniques.A teleworking frame experiment highlighting the pro-posed ideas is presented.1 IntroductionRemote data processing through computer net-working has known a considerable progress. A greatpart of this progress is devoted in the matter of worldwide web computing using advanced communicationmeans and protocols such as Internet. Meanwhile, vir-tual reality technology (VR) is renewing man-machineinterfaces using re�ned control and feedback to allowuser-friendly interfaces involving all human sensory ca-pabilities [1].It is also becoming evident that due to some scien-ti�c, technological, sociological and economical evolu-tion aspects, the Man1 of the future might be `con-strained' to adapt and/or adopt a di�erent workingstyle. Allowing remote work or teleworking is such aneventual adaptation. This novel style is actually con-sidered and many developed countries started to planit seriousely.In this paper, it is suggested that teleworking isconcerned by the mixture of the following two items:1. the one which is actually actively used by meansof remote computer data processing, see table 12.Moreover its through-put is also constantly in-1Is not meant to be gender-speci�c.2Source: Ovum cabinet (GB)

Year France USA1988 1.000 10.0001997 16.000 345.0002005 500.000 6.500.000Table 1: Teleworking stakes.creasing to support multi-media sessions involv-ing audio, video, 3D graphics and textual dataexchange in the form of interactive communica-tion with new applications in tele-conferencing,tele-medecine, tele-education, etc.2. the second one is physical remote work. It con-sists in controlling devices, tools, machines at adistance. Those remote `individuals' may inter-act haptically3 with their environment and mightmodify it. It is well known to be teleoperation[10] [9], but this concept has been actually mod-ernized [8].This paper is focused on the second item, namelyteleoperation adaptation to �t a friendly-using `hard'teleworking. In the robotics �eld, a strong renewal ofinterest concerning the teleoperation control mode isactually noticed. In order to make a link with remoteworking style motivations, the reasons of teleoperationrevival can also be considered as:� scienti�c and technological; which arises from thedi�culty to make autonomous robots in term of auto-decision making and; the emergence of new technlogiessuch as virtual reality, high-speed networking, etc.� sociological, coming from the well known human-machine relation research problem, as for to �ll thelack of haptic exchange in the nowadays used mltime-dia systems.3The word haptic includes both kinesthesia (force) and tac-tile data.



� economical, the need to control remote machinesat a distance. This aspect join the sociological onewhen the remote environment is hostile to Man (space,nuclear dismentling, oceans ...).In this paper, the adaptation of teleoperation andvirtual reality technologies to �t teleworking is dis-cussed. The proposed architecture is based on a noveltelemanipulator architecture which has been called thehidden robot concept [6] [7]. A high level abstractioninterface is being developped to allow remote controland feedback in order to ease the command of com-plex remote machines such as robots. An experimenthighlighting the feasibility of the proposed scheme ispresented in the last part of the paper.2 Teleworking requirementsThe problem involved by `hard' teleworking is thatin many application cases a simple operator `tele-transportation' in terms of telepresence is not possi-ble. Indeed, teleworking imply obviousely a remoteadditional device or individual (both will be calledthe performer) to execute and carry-out the masteroperator actions. For instance, in telesurgery applica-tion, the master operator is the surgeon. The latteroperates using surgical tools which obviousely need aperformer to be manipulated at any remote site (aremote operation room). Hence, two extrem designschemes are:1{ the performer is another surgeon. In this casethe master surgeon's actions can be seen as instruc-tions chaining to be performed by the remote locatedsurgeon. The feedback concerns the interpretation ofthe remote surgeon's vocal remarks and some imagesof the operated patient. Here the master device issimple: microphone, camera, keyboard, graphics, etc.2{ the performer is a kind of surgical robot with-out any autonomy. In this case the master actionsare rather manual occuring at the very low level. Bylow level, it is meant that the surgeon must guide therobot since the surgical act is made by the adequatetool but through robot guidance. The feedback here,must occur at a very low level aswell. Indeed, the sur-geon must feel on-line haptic and visual data whichare issued from the interaction between the held tooland the operated patient. The master is generally amechatronic device used to control the robot includingother interfaces like cameras...Between the two above cited cases, a large kindof performers combinations can be conceived and de-signed. However, the important point to notice is thatthe control and the feedback depends on the auton-omy capacities of the remote performer. It is also tobe noticed that in any case, the robot and/or another

surgeon behavior is apriori unknown to the master sur-geon. Especially since the surgeon is not necessarily aroboticist.In fact, the two cases seem to be not adequate. Inthe �rst, a whole autonomy might be not secure, sincethe performer (remote surgeon) may interpret and usea di�erent skill of the master one. This is not forbidenunder reserve of the task success. In the second case,assuming that the surgeon is familiar to robots, theadditional interface (robot) used to carry the tool willobviousely interfere on the transparency and on skilltransfert in terms of surgical actions.The technology which allows the modi�cation of aremote environment by a device located there is knownto be teleoperation. In a classical teleoperator4, hap-tic feedback is of a primary issue. The exchange ofhaptic information between the master and the slaverobot is done through power transfert, namely, a bi-lateral control coupling between the master and theslave by the exchange of 
ux and e�ort parameters.The main performance characterizing any teleoperatoris: (i) obviousely its stability and (ii) the transparencyquoted in term of the relialibility of operator commandreproduction through robot action and, robot actiontransfert into operator perception, through feedback.Fitting teleoperation to teleworking requires how-ever to take in charge additional inter-related con-straints such as:� widen its use to non-specialized persons by itsextension to many application areas.� design of user-friendly control and feedback inter-faces which provide necessary feedback in such away to be processed by the operator in a natural,intuitive manner.� create systems that can rather cooperate throughadequate 
exible architectures between the mas-ter and the remote individuals for a task targetachievement.� hide or handle the complexity of the remote lo-cated device (performer) and the master interfaceto ease the control (teleworking) and, to allowwhole operator skill transfert, without overload-ing additional constraints when this is possible.� take in charge time-delay and its eventual 
uctu-ations.4Teleoperation system and/or architecture.
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ManipulationFigure 1: Virtual task achievement. Illustration of direct operator actions transformations into robotics actions.3 The proposed teleworkingarchitectureAccording to the previousely quoted constraints, ateleworking architecture is proposed to be an astute�tting of what has been performed in a special teleop-eration scheme using virtual reality [7].3.1 Intermediary functional representa-tion (IFR)As the performer might be complex and not neces-sarily well known of the master operator, it may a�ectstransparency or create barriers to whole operator skilltransfert. Thus a whole virtual or augmented realityis suggested to be used in order to adapt the remotereal environment to the master operator. The resultof this transformation is called IFR.De�nition An IFR is a transformation functionwhich returns to the operator pertinenet informationsabout the teleoperation site in a modi�ed presentationform while maintaining the task functionality param-eters. This transformation depends on the applicationcase and can be the identity (this is not what is neededhowever) when no change is made on the real environ-ment during its feedback to the operator.Looking at a task to be performed by the performerin the remote environment, any complex task can bea succession of not complex elementary actions. Themain purpose is neither the performer or the presentremote working environment state. The purpose is a

future environment state expressed throught its trans-formation. Thus only this transformation is interest-ing [7].3.2 The hidden `performer' conceptAn IFR expressed by a whole virtual reality concepto�er many advantages:� The huge possible nature of, real environment!IFR, transformations with a large choice of func-tionality adaptations. Indeed VR techniques o�erthe possibility to build a world keeping an onlyfunctional copy of the real environment.� It is easy to see that, in any IFR the �rst ob-ject to disappeared will be the `picture' of theperformer manipulating the real operational tool.This will allow to hide the complexity of the per-former at the perceptual and the functional levels.This ligitimate the concept name which was ap-plied �rst to teleoperation [7]. This `repeal' of theperformer is used to hide its complexity and re-quire obviousely intermediary levels of automaticor semi-automatic interpretations.� An IFR must be based on operator skill and thetransformation concerns �rst this important as-pect. For instance, assume that the teleworkingsystem is composed by the surgeon (master) arobot (slave performer) and the surgical tool usedto operate the patient. The surgeon knows to



master the surgical tool, but is not familiar tomaster the robot used to manipulate the tool. Ina classical teleoperation system, the master deviceis conceived to control the robot. Thus the sur-geon will be asked to manipulate the tool throughthe robot. That makes, in all cases, the genera-tion of suitable gestures not very natural. Usingthe hidden robot5 concept the master tool can bedesigned to be a kind of a copy of the surgical toolenhanced with necessary actuation and design toallow haptic feedback, the patient may be repre-sented using aumented reality while hidding fromthe picture the real robot and eventually the realtool.� Possibility to integrate within the IFR additionaltools to assist the operator and allow a kind ofman-machine collaboration control, see �gure 1.� An IFR deals with time delay problem since thereis no direct bilateral coupling between the masterand the slave. This coupling was the main sourceof instability and transparency for teleoperationsystems.However, VR techniques may not totally garanty anideal functionning of the teleworking system withouta certain autonomy, to be determined, and requirespreliminary calibration and error recovery procedures.In �gure 1, the hidden robot concept is illustratedthrough simulation. The task consisting in moving anobject (Piece A). The IFR here consists in a wholevirtual reality representation of the real world. Theobject within an IFR has been modeled as the realone. In general the aspect of the real object maychange if necessary to adapt operator skill. Step 1 to4 illustrate the interpretation layer which transformsnatural operator hand actions into robotic commands.The cylinder arround the piece handle illustrates a vir-tual guide used to tacle with the poor d.o.f of the usedrobot. It allows automatic gripper positioning duringthe operator grasping phase. Of course neither thevirtual or the real robot appears to the operator, onlythe pictures of the �rst line (those including the vir-tual hand) are seen.4 Teleworking experimentsMany experiments has been conducted to validatethe proposed scheme of `hard' teleworking. These ex-periments are thouroughly quoted and discussed in[3][4][5].5Since the performer is a robot

4.1 experimental set-upAs shown in �gure 2, the teleworking experimentsconsists in a simple 4 puzzle pieces assembly within afence on a table. The real remote assembly operationwas to be performed by many slave robots; four inthe �rst experiment and two in another. One slaverobot was situated at the MEL6, Japan, �gure 3. Allthe robots had to perform the same task at di�erentplaces (parallel teleoperation). Indeed it is easy tonotice that these control experiment are very di�cultto be achieved in parallel when using any traditionalteleoperation architecture.
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Figure 3: Teleworking experiment| Parallel 4 puzzle pieces assembly using two distant slave robot and the hiddenrobot concept.robot actions. A graphic visualization of the trans-formations are rendered thanks to the implementedrobot models (�gure 3). This rendering is used fordevelopment purposes (algorithms check and resultsvisualization) and is not involved by operator percep-tion and feedback. If the performed operator actionsare feasible in terms of robot or machine actions, theyare sent to the remote real site. Obviousely, the setof the transformed sequential operator sample actionsare the real task achievement. The remote site in-cludes a supervisor software for error detection and au-tomatic recovery from the IFR/real environment dis-crepancies. Its role and its conception are thouroughlydiscussed in [2].4.2 Brief performance analysisThe performed experiments shows the feasibility ofthe proposed concept. However we remind that themain purpose of the proposed scheme is to adapt thecontrol/feedback interface to the naturalness of opera-tor working style and to allow operator skill transfert.A set of simple perfomance analyses was performedto have an idea about how far we are from the setgoals. The performance indix has been chosen to bea ratio �i between two times. The �st time, Ti;rw,
concerns task (i) achievement by the remote machine(teleworking mode). The second time, Ti;lw , concernsthe local realization of the similar task (i) using directoperator hand (not in a teleworking mode), then:�i = Ti;rwTi;lwLet T be a set of tele-tasks used to perform the abovecriteria and, NT = card(T ). The global performanceindix is performed as:� = Pi(wi � �i)NT with Xi wi = NTWe are aware that this performance criteria is onlyqualitative. Indeed, taking into account time, doesnot take into account other interesting criteria such astasks which could not be realizable by the operator.Thus we agree that � is not legitime in many cases.From table 2, the performed teleworking experimentshowed that a big distance remains to reach the ideal100 % rate. The performance are partly due to the (i)imposed synchronisation in the communication mediato avoid loss of data (ii) robot speed limitations forsafety purposes, etc.



Local Long distanceMono-robot Multi-robot�puz ' 5:55 % ' 3:33 %Table 2: Best teleworking measured performances.However, a local IFR/operator performance (with-out any teleworking achievement, i.e. pure virtualpuzzle assembly task) was �evpuz ' 16:6 %. Indeed thelimitations shows that eventual improvements concernobviousely the operator/IFR interaction �rst. Theymight be resumed as follow:{ stereoscopic visual feedback,{ more transparent haptic feedback and a realis-tic dynamic behavior implementation within the IFR.The lack of those items was noticed since the opera-tor looses most of time during grasping and assemblyphases. 5 ConclusionIn this paper a teleworking architecture has beenoutlined. It is suggested to �t teleoperation and vir-tual reality to conceive teleworking systems which al-lows physical modi�cations of remote working places.As depicted in Section 2, many adaptations suchas user-friendly master devices, the adaptation of thesystem to the operator skill, hidding the complexityof the remote performer... have been considered bya novel teleoperation architecture called: the hiddenrobot (performer) concept. This concept lies on thepossibility to o�er to the operator a functional copy ofthe real environment using virtual reality techniqueswhich constitute an Intermediary Functional Repre-sentation (IFR).The choice of an IFR imlpy obviousely an auto-matic error detections and recovery issued from IFR /real environment discrepancies. Thus, when unrecov-ered situations occur, it is usefull to forcast a possibleintervention at the real representation level. Thus, itmakes imperative to have a good understanding of thereal scene and not only of it's representation in the vir-tual world. That means the `hidden performer' cannotbe permanently hidden.References[1] G. Burdea, Ph. Coi�et, 1994, \Virtual RealityTechnology", J. Willey et Sons Pub., New York.[2] A. Kheddar, K. Tanie, P. Coi�et, 1998, \De-tection of discrepancies and sensory-based recov-ery for virtual reality based telemanipulation sys-tems", IEEE Int. Conf. on Robotics and Automa-tion, May 16-21, Leuven, Belgium.
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