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We investigated how the physical differences associated with the articulation of speech
affect the temporal aspects of audiovisual speech perception. Video clips of consonants
and vowels uttered by three different speakers were presented. The video clips were
analyzed using an auditory-visual signal saliency model in order to compare signal saliency
and behavioral data. Participants made temporal order judgments (TOJs) regarding which
speech-stream (auditory or visual) had been presented first. The sensitivity of participants’
TOJs and the point of subjective simultaneity (PSS) were analyzed as a function of the
place, manner of articulation, and voicing for consonants, and the height/backness of the
tongue and lip-roundedness for vowels. We expected that in the case of the place of
articulation and roundedness, where the visual-speech signal is more salient, temporal
perception of speech would be modulated by the visual-speech signal. No such effect
was expected for the manner of articulation or height. The results demonstrate that for
place and manner of articulation, participants’ temporal percept was affected (although
not always significantly) by highly-salient speech-signals with the visual-signals requiring
smaller visual-leads at the PSS. This was not the case when height was evaluated.
These findings suggest that in the case of audiovisual speech perception, a highly
salient visual-speech signal may lead to higher probabilities regarding the identity of the
auditory-signal that modulate the temporal window of multisensory integration of the
speech-stimulus.
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INTRODUCTION
The optimal perception (i.e., the successful perception) of speech
signals requires the contribution of both visual (i.e., articulatory
gestures) and auditory inputs, with the visual signal often pro-
viding information that is complementary to that provided by
the auditory signal (e.g., Sumby and Pollack, 1954; Erber, 1975;
McGrath and Summerfield, 1985; Summerfield, 1987; Reisberg
et al., 1987; Arnold and Hill, 2001; Davis and Kim, 2004; Ross
et al., 2007; Arnal et al., 2009). Speech intelligibility has been
shown to be fairly robust under conditions where a time dis-
crepancy and/or a spatial displacement has been introduced
between the auditory and/or visual stream of a given speech sig-
nal (e.g., Munhall et al., 1996; Jones and Jarick, 2006). The present
study focuses on the former case, where a signal delay (either
auditory or visual) is present in a congruent audiovisual speech
stream. Such delays occur frequently in everyday life as the by-
product of poor transmission rates often found in broadcasting or
sensory processing delays (e.g., Spence and Squire, 2003; Vatakis
and Spence, 2006a).

In order to understand how audiovisual speech perception
is affected by the introduction of temporal asynchronies,

researchers have evaluated the limits of the temporal window
of audiovisual integration (i.e., the interval in which no tempo-
ral discrepancy between the signals is perceived; outside of this
window, audiovisual stimuli are perceived as being desynchro-
nized) and the specific factors that modulate the width of this
temporal window (e.g., Vatakis and Spence, 2007, 2010). One of
the first studies to investigate the temporal perception of speech
stimuli was reported by Dixon and Spitz (1980). Participants
in their study had to monitor a video of a man reading prose
that started in synchrony and was gradually desynchronized at
a rate of 51 ms/s (up to a maximum asynchrony of 500 ms)
with either the auditory or visual stream leading. The partici-
pants had to respond as soon as they detected the asynchrony
in the video. Dixon and Spitz reported that the auditory stream
had to lag the visual stream by an average of 258 ms or lead
by 131 ms before the asynchrony in the speech signal became
noticeable (see also Conrey and Pisoni, 2003, 2006, for similar
results using a simultaneity judgment, SJ, task; i.e., participants
had to report whether the stimuli were synchronous or asyn-
chronous). More recently, Grant et al. (2004), using a two-interval
forced choice adaptive procedure, reported that participants in
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FIGURE 3 | (A) Average JNDs and (B) PSSs for the place of articulation of the consonant stimuli presented in Experiment 1. The error bars represent the
standard errors of the mean. Asterisks indicate significant differences between the various stimuli presented.

bilabial (M = 10 ms) stimuli in order for the PSS to be reached
(p < 0.05, for both comparisons; see Figure 3B). Once again,
these results are similar to those obtained previously for the stop
consonants (Experiment 1A), where alveolar and velar stimuli
were shown to require greater visual leads as compared to bilabial
stimuli.

Overall, therefore, the results of Experiments 1A–C demon-
strate that the visual signal had to lead the auditory signal in
order for the PSS to be reached for the speech stimuli tested
here (see Figure 3B). The sole exception was the bilabial stimuli
in Experiment 1A, where an auditory lead of 3 ms was required
(although, note that this value was not significantly different from
0 ms; [t(13) < 1, n.s.]). These findings are supported by prior

research showing that one of the major features of audiovisual
speech stimuli is that the temporal onset of the visual-speech
often occurs prior to the onset of the associated auditory-speech
(i.e., Munhall et al., 1996; Lebib et al., 2003; Van Wassenhove
et al., 2003, 2005). More importantly for present purposes, the
results of Experiments 1A–C also revealed that the amount of
time by which the visual-speech stream had to lead the auditory-
speech stream in order for the PSS to be reached was smaller in
the presence of a highly-visible speech stimulus (e.g., bilabials)
than when the speech stimulus was less visible (e.g., as in the
case of alveolars; see Figure 4A). This finding is also compati-
ble with the cluster responses that are often reported in studies
of speech intelligibility that have utilized McGurk syllables. For
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FIGURE 4 | Average temporal window of integration (PSS ± JND) for audiovisual speech as a function of: (A) the place of articulation and (B) the

manner of articulation of consonant and (C) backness/roundedness of vowel stimuli used in this study.

example, the presentation of a visual /ba/ together with an audi-
tory /da/ often produces the response /bda/. This is not, however,
the case for the presentation of a visual /da/ and an auditory
/ba/ (i.e., where no /dba/ cluster is observed). This result can
partially be accounted for by the faster processing of the visual
/ba/ as compared to the visual /da/ (e.g., Massaro and Cohen,
1993). It should also be noted that the sensitivity of our par-
ticipants’ audiovisual TOJ responses was only found to differ as
a function of changes in the place of articulation (a visually-
dominant feature) in Experiment 1C but not in Experiments
1A–B. Additionally, no differences were obtained in participants’

sensitivity as a function of voicing, which is an auditorily-
dominant feature (e.g., Massaro and Cohen, 1993; Girin et al.,
2001).

In order to examine the relationship between the perceptual
findings described above and the physical properties of the audio-
visual stimuli utilized in Experiments 1A–C, we conducted an
auditory- and visual-saliency analysis of the synchronous audio-
visual stimuli by using the computational algorithms developed
by Evangelopoulos et al. (2008) to compute audio-visual salien-
cies in multimodal video summarization. The saliency analysis
allowed calculation of the saliency rise (i.e., beginning of the
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FIGURE 5 | Average saliency rise and peak (in ms) and saliency magnitude for each point for the audiovisual speech stimuli used in Experiments

1A–C as a function of the place of articulation and voicing.

saliency increase) and peak of each modality stream (in ms) and
the magnitude of each saliency point (see Figure 5). In terms of
the place of articulation, the saliency rise and peak occurred ear-
lier for the visual stream as compared to the auditory stream for
all stimuli except for the alveolar (Experiment 1A), labiodental
(Experiment 1B), and bilabial (Experiment 1C) stimuli, where
the reverse pattern was noted. The magnitude for each saliency
rise and peak point, highlighted a clear trend for all stimuli with
the magnitude being approximately the same for all points except
for that of visual rise. Specifically, the highest saliency magnitude
of visual rise was found for bilabials (Experiments 1A, C) and
labiodentals (Experiment 1B).

Comparison of the physical and perceptual data revealed a
trend whereby better TOJ performance coincided with visual rises
that were larger in magnitude, thus, suggesting that higher in
saliency stimuli lead to better detection of temporal order. In
terms of PSS, the physical and perceptual data also exhibited
a trend in terms of magnitude with larger visual leads being
required for stimuli of lower magnitude (except for the case of
dental stimuli in Experiment 1B), implying that lower magnitude
stimulation is less salient, in terms of signal saliency, as compared
to high in magnitude saliency points.

The saliency analysis for voicing did not reveal a consistent pat-
tern, which might be due to the fact that voicing constitutes an
auditorily-dominant feature. Specifically, the PSS-saliency mag-
nitude pattern observed earlier was also present in Experiment
1A but not in 1B, where voiced stimuli were higher in magnitude
in all saliency points.

The results of Experiments 1A–C therefore demonstrate that
higher in saliency visual-speech stimuli lead to higher tempo-
ral discrimination sensitivity and smaller visual-stream leads for
the speech signal. Previous studies support the view that visual-
speech may act as a cue for the detection of speech sounds

when the temporal onset of the speech signal is uncertain (e.g.,
Barker et al., 1998; Grant and Seitz, 1998, 2000; Arnold and Hill,
2001, though, see also Bernstein et al., 2004). Therefore, in the
present study, it may be that the less visually salient speech stimuli
required a greater visual lead in order to provide complemen-
tary information for the appropriate speech sound. We conducted
a second set of experiments in order to explore how the man-
ner of articulation of consonants affects audiovisual temporal
perception. As mentioned already, the manner of articulation is
an auditorily-dominant feature, thus we would not expect the
visual-speech signal to modulate the temporal perception of con-
sonants in the same manner as that observed in Experiment 1.
The apparatus, stimuli, design, and procedure were exactly the
same as in Experiment 1 with the sole exception that differ-
ent groups of audiovisual speech stimuli were tested that now
focused solely on the articulatory feature of the manner of articu-
lation of consonants. All the stimuli tested in Experiments 2A–C
were composed of voiced consonants with a constant place of
articulation (see Table 1B).

MANNER OF ARTICULATION FOR BILABIALS (EXPERIMENT 2A)
We were interested in the influence that the manner of articula-
tion of voiced bilabials has on the temporal aspects of audiovisual
speech perception. We categorized the data according to the factor
of Manner of articulation (three levels: stop, /b/; nasal, /m/; and
approximant, /w/).

Eleven new participants (six female; native English speak-
ers) aged between 18 and 30 years (mean age of 24 years) took
part in the experiment. The participants were numerically some-
what more sensitive to the temporal order of the stop (Mean
JND = 63 ms) and approximant (M = 69 ms) stimuli than for
the nasal stimuli (M = 72 ms), although the main effect of the
Manner of articulation was not significant [(F(2, 20) < 1, n.s.); see
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