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Abstract- This paper discusses the development of 
new teleoperator systems. While many innovations 
during the last decade made teleoperation technology 
progress, some severe well known lacks that we enu- 
merate still persist. With respect to some attmc- 
tive solutions proposed for coping with these problems, 
we designed a bilateral control scheme based on what 
we called the hidden robot concept. The teleoperator 
achieves tasks manually an a natural way within a vir- 
tual environment (VE). Thanks to suitable bilateral 
tranformations, the virtual tasks are being reproduced 
by any slave robot within the remote site. Mainly task 
based, our approach is not considered like a high level 
task knowledge based control. Rather, we consider it 
like a more refined shored autonomy control with a high 
level abstraction interface. Three main com,ponents are 
developped (i) supervision loop (ii) bilateral transfor- 
mation layer (iii) execution loop. The approach has 
been validated experimentaly and preliminary results 
as well as further work are discussed. 

1 Introduction 
The telerobotics technology and its historical evolution 
has already been reviewed by [3@] and more recently by 
[25]. Earlier motivations of telerobotics derived from 
the need to extend the human hand by a tool, and 
were followed by the human-being’s need or desire to 
be where he is not (or dreams to be). The last goal 
is refered to as telesymbiosis [3@], tele-existence [as], 
telepresence (most common name) [25] or augmented 
reality [a] or virtuality! This considerable development 
gives rise to discussions of relevant topics of this tech- 
nology that we summarize in the following points: 

a The design of masters devices has always been 
focused on the control of slave robots, not for tasks 
achievement. Thus the task is perceived through a 
good manipulation of the mast>er to make the robot 
converge towards the task goal. The robot is perceived 
as some kind of sophisticated tool that one must con- 
trol well, using another sophisticated tool (the master) 
if he wants to perform remote tasks. In our opinion, 
this teleoperation scheme (through a direct bilateral 
link between master and slave) presents some draw- 
backs: 

1. Classical masters have been designed to map eas- 
ily the slave robot kinematics, or according to 
other practical considerations [3]. Thus, even 
if they offer haptic feedback or not, they may 
be either very constraint mechanically (like mas- 

ter arms) or poor in naturally conveyed feedback 
(mouses, joysticks, etc.). 

2 .  The operator must adapt his reflex, dexterity and 
skill to the robot. This may lead to fatigue in sys- 
tem use thus decreasing performance and creating 
serious barriers to  operator skill transfert. More- 
over, in many systems, teleoperating without a 
considerable training period is practically impos- 
sible. This training procedures may need different 
strategies to enhance operator performance [31]. 

3. In some systems, slave robot capabilities are ex- 
ploited to a limited extend. Robots can perform 
many simple, low-ievel tasks that human cannot 
do with comparable accuracy or speed. Further- 
more, the replacement of a new slave robot in an 
existant teleoperator , may seriously review many 
of the previous points. A new control, a new 
model, a new training and a new master might 
be necessary. 

In our approach the task is not achieved through a di- 
rect control of the robot. Instead, control is indirectly 
achieved by guiding on-line the execution of a “virtual 
task”. We mean by “virtual task” one which is per- 
formed within an intermediate functional representa- 
tion of the real environment, in our case, by means of a 
virtual environment (VE) . The change of the physical 
state of this simulated remote environment is moni- 
tored on-line and used to generate the necessary con- 
trol signals to be sent to the slave site(s). 

e Excellency application domains of teleoperation 
are hostile environments. Space, undersea and nuclear 
are such privileged domains. Distance between slave 
and master station may cause considerable communi- 
cation time delay, thus affecting transparency and sta- 
bility; see [1][25] for an overview of proposed solutions 
to deal with time delay. It seems to be that the solu- 
tions suggested by [a@]: teleprogramming or [9]: shared 
autonomy control are the most attractive ones. Prin- 
ciple of both proposed solutions is to break the main 
teleoperation bilateral loop in two hi-bandwidth loops 
linked by a communication channel. W-e adopt this 
solution in our scheme. 

a New trends also exist in understanding human 
dexterity, flexibility and skill using teleoperators (for 
instance, biomechanical studies). However to  design 
efficient telerobotics systems one must take into con- 
sideration human perceptual issues and human data 
processing capabilities. Where may we start the loop? 
- We aim to make telerobotics systems an ob- 

servation base to future autonomous robots control 
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schemes. 
- We aim to give telerobotics technology a wider 

public access. This technology has always been fo- 
cused on hi-tech areas or hazardous environments. 
Thus only well qualified people are designated for us- 
ing such systems. Nowadays this technology becomes 
more open to other areas. Telesurgery is one good ex- 
ample. However, one may notice that although teleop- 
eration matches in concepts and technology the mini- 
mally invasive surgery, many reticences and hesitations 
still exist for expanding its practical use [13]. 

2 The Hidden Robot Concept 
Rather than directly controlling the remote robot by 
a traditional master device, we propose a general- 
ized telerobotic system where the operator achieves 
the task needed within an intermediate functional 
representation (IFR) of the real environment (RE), 
that is, a virtual or augmented environment (VE). To 
perform the “virtual task”, the operator hand(s) is fit- 
ted in a hi-tech input/output device(s) which permits 
necessary data transfer (direct control and haptic feed- 
back). The operator acts on the VE in a more or less 
intuitive way using natural hand gestures. A module 
is then in charge of: (i) the perception/interpretation 
of the “virtual task,’: and on-line transformation into 
robot commands. (11) interpreting local robot sensors 
to be translated, when possible, into feedback to the 
operator. 

Using an IFR, the slave robot does not have to be 
rendered, thus it is visually hidden from the oper- 
ator. The latter is performing the vzrtual task rather 
than directly controling the slave robot which executes 
the desired task. The operatorfVE interaction loop is 
thus less constraint by the presence of the slave robot. 
Through the virtual task based indirect control, the 
robot can be also seen as functionally hidden. This 
concept is what we call the hidden robot based teleop- 
erator. 

As proposed for large-time delay t,elerobotics prob- 
lem, we break the classical teleoperation loop into 
two main loops linked by a communication channei 
(i) operator-computer loop and (ii) robot-environment 
loop. We add in each part of the communica- 
tion channel what we call a bilateral transform bloc, 
Fig. 1, which will handle bilateral virtual task - 
real task transformations. The operator transfers 
the task specification implicitly; no a przorz task 
knowledge is provided, the system relying only on 
low level data extraction during the execution of the 
virtual task itself and mapped onto robot control 
commands. The virtual task has to be seen as 
hand configurable attractors for the slave robot. Feed- 
back is an interpretation of local robot sensors, and is 
conveyed indirectly through a virtual task based feed- 
back. 

Within the 0 per at or /VE loop, the transformat ions 
can operate on different levels of abstraction, depend- 
ing on the siave robot degree of autonomy. The 
extracted bilateral control signals can describe com- 
mands ranging from a low to a high level. These tran- 
sitions between appropriate control levels are transpar- 
ent for the human operator. Within the Robot/RE 
loop, the transformations are more concerned with 
guaranteeing the correct completion of the desired task 
and ensuring, when possible, automatic local recovery 

Bilateral transform 
channel 

Operator - Computer d Robot - Environment 
loop Communicaticn loop 

channel 

Figure 1: Enhanced teleopemtor network 

from VE/RE discrepancies. 
This scheme is not a high-level or task knowledge 

based control, because our purpose is to keep real- 
time operations when communication bandwith (BW) 
is high. However, it is also envisageable that this kind 
of control can be adequate in presence of time-delay. 

3 Operator-VEl Loop 
Operator hand(s) is (axe) likely considered to be the 
input/output control “device”, let us say the master. 
The operator hand is auto-projected [26] in the VE 
as a virtual hand (VH) which will act on the VE to 
achieve the ‘‘virtoal tasks” in a natural manner, as he 
would do if he was there. 

3.1 Justification To Use Haiid(s) As 

Human hand with its complex biological capabilities 
forms the most versatile manipulation device known. 
It is the ideal instrument for many manipulative tasks 
where there is a primary nleed of dexterity and flexibil- 
ity [lo] [7]. It is therefore intuitive to use our hand as a 
master device to perform tasks within the VE, see [15] 
for other considerations. This choice is also confirmed 
by relevant work in other robotic areas. 

In the context of off-line robot teaching, [27] pro- 
posed to use direct operator hand input to permit 
robots learning manipulation skills by observing a hu- 
man instructor performing assembly tasks. [12] had 
also proposed a direct operator hand use for auto- 
matic robot instruction from perception. They pro- 
posed a temporal segmentation of grasping task se- 
quences based on human hand motion. Many other 
relevant works using direct operator hand input can 
be found in the related bibliography of [27][12]. Tax- 
onomy of anthropomorphic manufacturing tasks has 
been proposed as basis in the design of a new genera- 
tion manufacturing hand [19]. Direct hand mastering 
has also been proposed in dextrous gripper teleopera- 
tion [11][23] and related bibliography. 

3.2 Virtual Hand Model 
A virtual hand (VK) is a model of the operator hand 
acting on the IFR. Its motion is controlled on-line by 
tracking the position/orientation of the operator hand 
using a Polhemus 3D sensor. The VH is made entirely 
parametrizable according to real operator hand data 

tip position and orientation is obtained by traditional 
transform matrix computation. For the moment only 

Master 

in order to gain in realism, see Fig 2 Each finger- 
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fingertips are candidates for hand - VE interaction. 
The synthesis of human hand motion and grasping of 

Figure 2: Virtual hand model 

arbitrary shaped objects is a very complex problem. 
Rijkpkema and Girard [22] proposed a hi-level control 
to perform these actions. However this kind of con- 
trol is knowledge-based and somehow autonomous. In 
our case grasping is performed according to operator 
hand position and orientation and fingertip penetra- 
tion within the grasped object by means of a mathe- 
matical model under real-time constraint. 

As a haptic sensory substitutlon, we associated to 
each fingertip a visual arrow representing the eventual 
wrenches issued from a contact with the VE. These 
arrows are of different colors to differentiate between 
object surface normal forces, tangential forces and tor- 
tional moment as we are using the soft finger model 
with friction. Length of the arrow is filtered and lin- 
early proportional to respective forces intensity. 

The interactions between the VH and the VE, is 
monitored by collision detection algorithm and posi- 
tion tracking. In our case, considering a few simple 
geometry, the collision detection algorithm is based on 
point-volume penetration checking. A more refined 
algorithm for a widely general objects interaction was 
demonstrated by [%I. Reaction forces are computed 
from fingertip penetration by using a simple dynamic 
model Fa = K&j .x -5 B&j .x, where x is the distance of 
fingertip point penetration to the object surface. 

I 

Figure 3: Virtual finger/object interaction 

To each finger is associated a virtual 3 dof mech- 
anism (VM). When a collision of the fingertip oc- 
curs, the reaction is computer on this VM, Fig. 3. 
This allows a fast direct inverse geometry solution to 
constraint each finger, as using dynamic or pseudo- 

inverse Jacobian, lead to more time consuming solu- 
tion. There are 3 goals we want to achieve this way: 

0 Gain in visual realism during VH/VE interaction. 
0 Pre-computation for haptic display. 
e Making the VH/VE interaction passive in order 

to allow low level VH/gripper mapping extraction. 
The animated finger joints and reaction forces are 

computed from the VM joints thus from the operator 
intention and the equations of constraint. 

3.3 Haptic Display 
The term "haptic" designates both kinesthetic and 
tactile informations. Our goal is to allow the oper- 
ator to achieve tasks in a natural manner. Indeed, 
we must provide input (control)/output (local feed- 
back) devices which do not constraint operator hand 
and fingers, and provide haptic feedback while he ma- 
nipulates the virtual object (VO) or is constraint by 
the VE. Those kinds of devices have been refered to as 
bilateral universal floatzng-handle controllers [3]. 

Figure 4: Glove controllers : the LRP DHM (up 
left), the CAIP DHM (up right), the JPL DHM (down 
right), the PERCRO's DHM (down left), 

Dextrous Hand Masters (DHM) are instances of 
such needed devices. Fig. 4 shows four kinds of force 
feedback datagloves. The LRP DHM has been devel- 
opped in our laboratory [5]. In this device forces are 
displayed by cables and deported DC motors which are 
used also as finger flexion sensors. It provides force 
information in 16 hand locations. The CAIP DHM 
[6] uses pneumatic actuators and applies forces only 
on fingertips. The PERCRO DHM [4] uses embedded 
DC motors and cables. It displays forces on 4 fin- 
gers including abduction and adduction of fingers and 
wrist. Weight of the device is compensated by the ex- 
osqueleton which provides forces on the whole operator 
arm. The JPL DHM [11] is also such a device that has 
been used for teleoperating an anthropomorphic robot 
hand. 

Tactile displays have also been developped but 
mostly for sensory substitution for disabled and have 
poorely been considered in teleoperation systems. The 
difficulty in tactile feedback lies on the tactile infor- 
mation which is of multiple physical nature: thermal, 
slip, static and dynamic texture, micro-forces, shape. 
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All must fit in one device which must be portable and 
robust to handle important force feedback. [17] [7] tac- 
tile device, might be an instance of such a system. It 
has been used in teleoperation experiment and showed 
benefict of tactile feedback for dextrous manipulations. 

where ;ET depends on (data given by the hand tracker 
and finger flexion sensors through additional software 
procedures (i.e. calibration, off-set, ...) and, :ET is 
set according to the control strategy used. 
In a similar way we can write 

3.4 Head CoupIed Navigation 
When hand is involved in achieving virtual tasks, it 
is difficult to use it again in viewpoint changing for 
visual feedback. This generates many task breakpoints 
which may be time wasting and not ergonomic for the 
operator. The long navigation (VH is coupled to the 
navigation process) and short viewpoint changing (no 
VH coupling) are related to operator head behavior or 
mouvement. Preliminary description of the proposed 
strategy can be found in [16]. 

The principle is to tilt the operator head reach space 
onto basic navigation primitives in such a way to ease 
the naturalness of use. This strategy has many advan- 
tages: 

1- it allows to extend the small operator hand 
workspace into a wider infinite one, 

2- it avoids overloading the operator screen by mul- 
tiple images of static viewpoints, 

3- dynamic point of view can be used to know the 
whole work area and predict tasks that can be done 
using hidden VO, 

4- makes possible the use of two-hand control in co- 
operative or none cooperative telerobotics, 

5- teleoperating (working) and viewpoint changing 
can be done in parallel (no switching breakpoints). 

4 Bilateral Transformations 
At the master part, this level is in charge of extracting 
data from the VE and to transform it into robot com- 
mands. It also extracts from the real robot sensors, 
pertinent information and transform it into operator 
feedback by combining the synthetic one provided by 
the VE when possible. 

At the slave part, it deals with task supervision €or 
local recovery from VE/RE discrepancies and makes 
sure that the task is going on correctly. When this 
fails, it, must inform the operator to proceed in another 
way. 

In the following, only the master part is presented. 
Any virtual or real teleoperation task can be described 
by 4 states (phases) automata: (i) free motion phase 
(ii) grasp phase (iii) manipulation phase and (iv) re- 
lease phase. For each state we must ensure (i) real- 
time commands to make the slave robot copy the vir- 
tual task (thus achieving the real one) and (ii) efficient 
feedback synthesis under transparency, stability and 
manoeuvrability constraints. 

4.1 Free Motion Phase 
The free motion phase is identified by: i) no payloaded 
VH motion and ii) no VH/VE interaction. While these 
two conditions are true we consider the system as be- 
ing in the free motion phase. Thus, we suggest to add 
control points linked respectively to the operator hand 
(CH) and to the robot gripper (CR). The transforma- 
tion matrix for the CH, with respect to the VE frame, 
is given by: 

(1) 
C H  VET =;: T;;T 

:tT =:: T:FT (2) 

where :iT, is the transformation matrix of a robot ter- 
minal point (TP) according to the same VE reference 
frame and zi7‘ is also set, according to the mapping 
strategy adopted. 
The robot is then kinematically governed by the simple 
equation 

VET = a t iT  + P 
where a and /3 are scaling and distance off-set matrices. 

Now the problem is how to choose CH and CR ? 
The requirements are: 

0 the robot must follow the operator hand trajec- 
tory: position, speed and acceleration (when possible). 

0 gripper configuration must be such as to avoid col- 
lision with the RE while operator VH is not in contact. 

e positionning of the gripper must enhance 
the functional similaxities between hand grasp- 
ing/manipulation and robot grasping/manipulation. 

(3) 
CR 

Figure 5: Free motion phase: Q gripper’s 
anthropormorphy-independant cross-coupling 

Previous physiological research on human hand 
shows that the thumb is of a great contribution in 
hand grasping and manipulation. Therefore, accord- 
ing to [lo] we choose the CH to be linked to the the 
thumb fingertip frame In this case, one of the robot 
gripper “fingertips” is candidate to be the “thumb” 
which will match the CR. 

One must afterwards take care of the remaining grip- 
per fingers positionning, with respect to the VH fingers 
configuration and cont 3ct state with the environment. 
A strategy couid be to maximize the volume intersec- 
tion so that the gripper is envelopped by the operator 
hand according to a fiKed same frame. A general an- 
alytic method for this problem is difficult to establish 
due to the large variety of grippers. Until now we 
solved a solution to eazh kind of gripper we used. 
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4.2 Grasp Phase 
When collision between the VH (fingertips) and the 
VE occurs while the VH was not payloaded, the grasp 
phase starts. Up to  date, we forbade possible manip- 
ulations without grasping. Thus a VO is manipulated 
only if the grasp is stable. In the free phase the grip- 
per finger configuration is established to avoid collision 
which may change objects position in the RE and may 
lead to VO and RO discrepancy. 

Grasping phase is in charge of ensuring stability of 
slave robot grasping when the VO is grasped. Sta- 
bility of VO grasping i s  easy to establish. High level 
realism might not be needed depending on robot au- 
tonomy capabilities. We can implement many simple 
instructions to state/make the virtual grasp stable. If 
needed, high realism virtual grasping and manipula- 
tion is implemented [29]. Tools also exist to perform 
stable gripper grasping of real objects, for instance 
based on tactile sensor interpretation. This problem is 
widely treated in the robotics fields and many results 
can be readily applied. However, some problems that 
need to  be overcome at this stage are: 

Optimal cross-coupling between the virtual grasp 
and the robot gripper grasp. 

e How to estimate the grasped object position ac- 
cording to the robot TP. In some cases, calibration 
and image processing techniques might be of a great 
importance. In some others, tactile sensors interpre- 
tation might be necessary. 

4.3 Manipulation Phase 
Manipulation phase starts when the VO is grasped. 
The CH and the CR move respectively to the virtual 
object control point and to its similar point on the 
real object CO. As in the free phase, those two control 
points must match. 

On the VO, the object state is deduced from VH pa- 
rameters and external forces dynamics. The resultant 
external force is computed either from the synthetic 
ones (performed from VO-VE collision deetction algo- 
rithm) or the real ones (estimated from the robot force 
sensors). The CO is chosen to be the object center of 
mass to ease calculation, but it can be chosen any- 
where else related to the object. If there is no time 
delay, the real object (RO)/VO state error is mapped 
on efforts to be applied on the operator hand which 
will feel the constraint (like a classical position-force 
scheme), see Fig.6. In the presence of small time delay 
the error is mapped onto damping to slow the operator 
VH motion. In large time delay two local loops are just 
linked by the communication channel (as proposed for 
traditional teleoperators) . 

Some hypotheses must be added: (i) we assume 
that, during the grasp, the CO is known or at least 
can be estimated by exteroceptive or proprioceptive 
robot sensors (ii) fine forces and forces applied on the 
objects can be mesured (iii) object position can be 
known or at least estimated. 

In terms of pure control, each local control loop can 
be considered as independant. Thus we can establish 
laws that take benefit of what the robot can perform 
better than the operator and what the operator can 
perform better than robots [18] [8]. 
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Figure 6 ;  Object-based simplified bilateral scheme. The 
black point represents the CO. 

4.4 Release phase 
The release phase is the phase when the object being 
manipulated is released. To implement such a phase 
the design of release conditions is needed. For instance, 
an object can not be released if it is not constraint by 
the environment (stable pose or assembly within the 
VE and the RE). This can limit geometry discrepancy 
which may occur when we release an object in any 
position of the environment space. The difficulty wlll 
be to accurately predict the new object position and 
orientation (under reserve that this information can be 
given from the RE, for instance by artificial vision). 

Release conditions offer the operator the possibility 
to  change hand configuration during the manipulation. 
When the operator releases the VO and the latter is 
not in a constraint state (not a stable pose), the VO 
stands in a fixed position and orientation. As the RO 
is controlled by the VO, the robot fixes the RO at a 
constant position and orientation. In this case ma- 
nipulation or grasping of other VO is forbidden. The 
operator may need this feature to change hand posture 
and manipulate the VO after re-grasping it.  

5 Robot-Environment LOOP 
The slave robot is controled by the operator while the 
CH frame matches the CR frame. We can then achieve 
position control, velocity control and when adding a 
mass to the CR point, dynamic control. 

The ideal simple case control cited can be achieved 
only under severe hypotheses (i) the grasp is stable and 
(ii) no discrepancy between the RE and the VE. While 
the hypothesis (i) is envisageable, the second one is 
certainly difficult to assume, especially in hazardous 
environments. Thus a strategy which does not take 
into account the above problem will not be considered. 

To deal with this problem, a realistic robot sensors 
simulation is necessary [9]. Range sensors are simu- 
lated by distance algorithms, but force and tactile sen- 
sors are more complicated. We succeeded in simulat- 
ing a specific force sensor behavior based on dynamic 
implementation of object interaction and experimental 
gains tuning for the virtual force sensor. Work is still 
undertaken to generalize the method to a more wide 
kind of force sensors. 

As in free motion phase, robot is controled by hand 
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parameters; we provide the operator with the possibil- 
ity to stop the teleoperation mode by a switch (by feet 
for instance). In this case manipulation of objects is 
forbidden and the operator can only navigate through 
the VE. This can be useful for planning or to control 
by hand other automatic tasks; for instance, by push- 
ing on a button that sends a signal which will trigger 
an automatic task in the RE. 

When the robot is in off-control mode (out of reach- 
abie space, or switched off by operator or cannot reach 
a desired position ...), a virtual fixture VF is rendered 
at the CH (for instance a sphere, a cube or another 
hand in low a-transparency). To trigger on the robot 
(on-control mode) the operator must match the CH 
with the VF. This feature is implemented within the 
4 phases. 

To take advantage of the robot capabitities, virtual 
fixtures [24] may be added in the VE. A virtual fixture 
can be considered as a static or dynamic functional fea- 
ture associated with a specific shared control directly 
linked to the slave robot. It could be placed every 
where in the VE. For instance, a special cylinder can 
indicate to the robot to move only on its center when 
the CR is inside the cylinder volume. 

6 Experimentation 
The hidden robot concept has been implemented on 
our VR testbed station. The experimental site is com- 
posed of: (i) two Polhemus trackers with their inter- 
face, which are used for head and hand position and 
orientation tracking (ii) Two Hewlett Packard work- 
stations with graphic facilities. The first is dedicated 
to operator-VE interaction and rendering. The sec- 
ond one, is for real robot simulat,ion and mainly to 
the two bilateral transform bloc (iii) Two 486 PC, one 
for the LRP DHM , Polhemus data acquisition and 
navigation parameters calculation, the second one for 
robot control. Each PC communicates with its re- 
lated station by serial 115000 Baud channel while the 
two workstations communicate via an Ethernet net- 
work (see Fig.?). At first we experimented mono robot 
simple task consisting of assembling a 4 pieces puzzle. 
Then the experiment was extended to an international 
multi-robot teleoperation purpose which was held last 
October 10th [14]. 

Experiments were conducted without force control 
on the slave robot and only visual substitution forces 
on the master site. Despite these conditions (which 
must be considered as the worst case), the puzzle as- 
sembly was successfully performed by the operator 
many times. An average time completion was about 
5 mn without a considerable time delay between the 
master station and the slave robot. In a single tele- 
operation mode, puzzle assembly task was also suc- 
cessfully achieved between the Mechanical Engineering 
Laboratory' in Japan and our laboratory in France. In 
this case, the round trip delay was about one second, 
using ISDN network and a synchronous protocol. 

In some experimental cases, a few problems were en- 
countred. No realistic force behavior implementation 
in the master makes the slave follow the operator in 
all his movements. Thus, when posing a puzzle, robot 
torques were sometimes high and triggered the secu- 

'Authors are thankful1 to  Dr T. Kotoku and Prof. K. Tanie 

Bilateral transform w o n  
bMWSranMl 

Communication Chanel (serial bus) I 

Figure 7: The telerobotic test-bed system. Teleopera- 
tion from darect operator h:and actions 

rity system stopping the robot. This problem will be 
overcome by a realistic dynamic behavior implemen- 
tation in the master site and force control in the slave 
site. A preliminary calibration step was also necessary 
to eliminate the geometry discrepancy between the VE 
and the RE. The other significant problem was related 
to the opening capacity of the gripper (4cm) to grip an 
object of 3cm edge. The remaining margin was then 
0.5 cm for each side. 

Of course many of the above problems can be solved 
by shared control or adding local autonomy. Because 
we did not want to limit our design, our aim was to 
validate first a low level control before adding progres- 
sively higher level functionnalities. 

7 Summary and Conclusions 
An overview of a new tele'operation scheme, which we 
called the hidden-robot concept based teleoperation is 
presented. Concepts and motivations, lacks and new 
problems to overcome are developped and an approach 
to potential solutions is discussed. Preliminary experi- 
mental results are presented. We can say that these ex- 
periments showed the feasibility of the proposed goal. 

Many points of interest, are under active consider- 
ation. Conceptually, we did not proove which is the 
best between using hand gloves or a universal tool. 
Other considerations are concernerd with a general an- 
alytic method for hand/gipper mapping, enhancing 
operator-computer interaction by kinesthetic and tac- 
tile feedback in the VE and using robot tactile sensing 
for position estimations and slip detection and finally 
VE/RE discrepencies recovery procedures. 



1824 

References 
[I] C. Andriot, ”Automatique des Systkmes Tdl6opkrCs 

avec Retour d’Effort. Limitation des Performances”, 
Uniu. of P. and M. Currie Thesis, (in French), 1992. 

[2] A.K. Bejczy, W.S. Kim, S.C. Venema, ”The Phantom 
Robot: Predictive Displays for Teleoperation with 
Time Delay”, IEEE Int. Conf. on Robotics and Au- 
tomation, pp. 546-551, 1990. 

[3] A.K. Bejczy, ”Teieoperation: The Language of the 
Human Hand”, IEEE Int. Workshop on Robot and 
Human Communication, pp. 32-43, 1992. 

[4] M. Bergamasco and al. Glad-In-Art Project, Pers. 
Comm. of the GIA Project, Pisa, Italy, June 28 1994. 

[5] M. Bouzit, G. Burdea, P. Coiffet, ”The LRP Dextrous 
Hand Master”, Virtual Reality System Fall’93, N.Y. 
USA, Sept. 1993. 

[6] G. Burdea, G. Zhuang, J. Roskos, E. Silver, K. Lan- 
grana, ”A Portable Dextrous Master with Force Feed- 
back”, Presence, Vol. 1, No. 1, pp. 18-28, 1992. 

[7] D.G. Caldwell, 0. Kocak, U. Andersen, ”Mdti-Armed 
Dextrous Manipulator Operation using Glove Ex- 
oskeleton Control and Sensory Feedback” IEEE/RSJ 
Int. Conf. on Intelligent Robots and Systems, Vol. 2, 
pp. 567-572, Pittsburgh, PA, USA, Aug. 1995. 

[8] 0. Fuentes, R.C. Nelson, ”Morphing Hands and Vir- 
tual Tools”, Technical Report, No. 551, The Univesity 
of Rochester, New York, 1994. 

[9] G. Hirzinger, ”ROTEX- The First Robot in Space”, 
Int. Conf. on Advanced Robotics, pp. 9-33, 1993 

[lo] T. Iberall, “The Nature Of Human Prehension: Three 
Dextrous Hands In One”, IEEE Int, Conf. on Robotics 
and Automation, pp. 396-401, 1987. 

[ll] B.M. Jau, ”Man-Equivalent Telepresence Through 
Four Fingered Human-Like Hand System”, IEEE Int. 
Conf. on Robotics and Automation, Vol. 1, pp. 843- 
848, Nice, France, May 1992. 

[12] S.B. Kang, K. Ikeuchi, ”Towards Automatic Robot 
Instruction from Perception-Temporal Segmentation 
of Tasks from Human Hand Motion”, IEEE Trans. on 
Robotics and Automation, Vol. 11, No. 5, pp. 670-681, 
October 1995. 

[13] A. Kheddar, M. Bouzit, P. Coiffet, “A VR Sys- 
tem Devoted to Telerobotics and Applications in 
Telesurgery”, 3rd French-Israeli Symp. on Robotics, 
Gle Robotics and Robotics in Medecine, pp. 36-41, 
Hertzelia, Israel, 22-23 May 1995. 

[14] A. Kheddar and al. “Parallel Multi-Robots Long 
Distance Teleoperation”, Int. Conf. on Advanced 
Robotics, Monterey, CA, July 7-9 1997. 

[15] A. Kheddar, “Human Hand Actions Based Telema- 
nipulators”, IEEE Int. Con/. on System Man and Cy- 
bernetics, Orlondo, Florida, Oct. 12-15, 1997. 

[le] A. Kheddar, P. Coiffet, ”Navigation in VE : Head 
Behavior Based Control. Applications to VR Based 
Robotics” IEEE Int. Work. on Robot and Human 
Communication, pp. 159-163, Tokyo, Japan, 1995. 

[17] D.A. Kontarinis, R.D. Howe, ”Tactile Display of Vi- 
bratory Information in Teleoperation and Virtual En- 
vironments”, Presence, 1996. 

[18] P. Michelman, P. Allen, ”Shared Autonomy in a 
Robot Hand Teleoperation”, Int. Conf. on Intelligent 
Robots and Systems, Vol. 1, pp. 253-259, Munich, Ger- 
many, Sept. 12-16 1994. 

1191 C.R.J. Prakash Naidu, A. A. Goldenberg, ”Novel Con- 
ficuration of Hand Based on the Study of Anthropo- 
morphic Manufacturing Tasks”, Intelligent Automa- 
tion and Soft Computing, Vol. 1, No. 1, pp. 5-14, 1995. 

[20] R. Paul, T. Lindsay, C. Sayers, M. Stein, ”Time-Delay 
Insensitive, Virtual-Force Reflecting, Teleoperation” , 
Artificial Intelligence, Robotics and Automation, in 
Space: pp. 55-67, Toulouse, France, Sept. 1992. 

[2i] R.P. Paul, C.P. Sayers, J.A. Adams, “Operabotics”, 
h t .  Symp. on Microsystems Intelligent Materials and 
Robotics, Reprints, Sendai, Japan, September, 1995. 

[22] H. Rijpkema, M. Girard, ”Computer Animation of 
Knowledge-Based Human Grasping”, A GM Journal 
of Computer Graphics, Vol. 25, No. 4, pp. 339-348, 
1991. 

[23] R.N. Rohling, J.M. Hollerbach, S.C. iacobsen, ”Opti- 
mized Fingertip Mapping : A General Algorithm for 
Robotic Hand Teleoperation”, Presence, Vol. 2, No. 

[24] L. Rosenberg, ”The Use of Virtual Fixtures as Per- 
ceptual Overlays to Enhance Operator Performance 
in Remote Environments”, Technical Report AL- TR- 
1992-XXX, USAF, Amstrong Lab., WPAFB OH. 

[25] T.B. Sheridan, ”Telerobotics, Automation and Hu- 
man Supervisory Control”, The MIT Press, Cam- 
bridge, 1992. 

[26] S. Tachi, ”Tele-Existence”, Journal of Robotics and 
Mechatronics, Vol. 4, No. 1, pp. 7-12, 1992. 

1271 C.P. Tung, A.C. Kak, “Automatic Learning of Assem- 
bly Tasks Using a DataGlove System”, IEEE/RSJ Int. 
Conf, on Intelligent Robots and Systems, Vol. 1, pp. 
1-8, August 5-9, Pittsburg, Pennsylvania, USA. 

[28] C. Tzafestas, P. Coiffet, “Real-Time Collision De- 
tection Using Spherical Octrees : VR Application”, 
IEEE Int. Work. on Robot and Human Communica- 
tion, Tsukuba, Japan, November 11-14 1996. 

(291 C. Tzafestas, P. Coiffet, “Computing Optimal Forces 
For Generalised Kinesthetic Feedback on the Human 
Hand During Virtual Grasping and Manipulation”, 
IEEE Int. C0n.f. on Robotics and Automation, NM, 
USA, April 20-25 1997. 

[30] J. Vertut, P. Coiffet, ”Les Robots : TklCopCration”, 
Edation Hermes, Vol. 3A et 3B, Paris, 1984. 

[31] H. Zak, H. Das, ”Towards A Training Methodology 
for Skilled Teleoperation”, IEEE Trans. on Systems, 
Man, and Cybernetics, Vol. 25, No 2, pp. 313-327, Feb. 
1995. 

3, pp. 203-220, 1993. 


