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Abstract - This paper presents stateof-art is- 
sues concerning virtual reality (VR) ~ E I  applied to 
robotics and control. After a short outline of the 
fundamental VR notions, the use of VR in robot 
(manipulator, mobile) telecontrol is discussed and 
some principal results are provided. Two repre 
sentative examples are briefly described along with 
some concluding remarks. 

I. INTRODUCTION 

Virtual Reality (VR), or as otherwise called virtual 
environment (VE), has found wide application in teler- 
obotics, control and manufacturing [l-391. The exist- 
ing VR technology is predominantly vision-based, but 
in many object-handling applications the feel of an ob- 
ject and the feedback of interaction forces are of pri- 
mary importance. Tactile stimulation of the fingers can 
be done using gloves and kinesthetic feedback via ex- 
oskeletons. VR techniques have drastically enhanced 
the man-machine interfaces to  locally or remotely con- 
trolled autonomous systems, and make it possible to 
convey information in an intuitive wayso as t o  com- 
bine supervision capabilities with new heuristic con- 
trol methods. Remote control of robotic systems is 
needed in applications such as underwater exploration, 
maintenance/repair of underwater human-made struc- 
tures, space exploration, deployment, maintenance and 
retrieval of satellites, and generally in any hazardous 
environment (nuclear etc). Telerobotic systems are cur- 
rently operated by medical, military, construction and 
security agencies to  simulate in VE real scenarios for 
actual work or for training purposes [l]. 

In general, all teleoperation tasks are characterized 
by a number of common features [2]. These are: 

0 Hazardous environmental conditions. 
0 Task(s) poorly defined. 
0 Weak perception in the sense that the sensory feed- 

back is often a degraded form of that achieved by direct 
human action. 

0 Non-repetitive tasks. 
VR provides the operator with a real-time sensation 

of presence, giving the ability to project him/herself 

into the remote area and interact as if actually present 
physically undertaking the task. 

The purpose of this paper is t o  review the application 
of VR to  robotics and control. Section I1 demonstrates 
the basic VR notions provoding the general structure 
of VR systems. Section I11 outlines the role of VR in 
teleoperator control, and section IV discusses the use of 
VR in mobile robot control. Section V deals with the 
problem of haptic interaction and feedback control in 
virtual environments, and section VI presents two rep- 
resentative examples illustrating the applicability and 
usefulness of VR. 

11. VIRTUAL REALITY: BASIC NOTIONS 

Three alternative terms which are currently used for 
VR are: virtual reality (VR), virtual environment (VE) 
and cyberspace synthetic environment (CSE) [3]. Their 
common factor is that all of them deal with the stim- 
ulation of human perceptual experience to produce an 
impression of something that does not really occur. Ac- 
tually VR can be regarded as a type of simulation and, 
vice versa, simulation is a kind of VR. One way to con- 
sider realism with respect to VR is to try to produce 
a perceptual experience, which would occur or be be- 
lieved if it were experienced in the real world. 

A VE created via graphics is a communication 
medium having both physical and abstract components. 
The three basic constituents of a VE are the content, 
the geometry and the dynamics [3]. The content con- 
sists of objects and actors. The geometry is a descrip- 
tion of the environmental field of action, and has dimen- 
sionality, metric8 (rules establishing an ordering of the 
contents) and eztent  (range of possible values for the el- 
ements of the position vector). Dynamics is represented 
by the rules of interaction among the VE contents, de- 
scribing their performance as they exchange informa- 
tion or energy. The components of a VE are useful for 
enhancing the interaction of the operators with their 
simulations. Virtualisation is defined to be the process 
by which an observer (viewer) interprets patterned sen- 
sory impressions to represent objects in an environment 
other than that from which the impressions physically 
originate. Virtualisation can be applied to  all senses: 
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vision, audition, contact (touch), shape and position. 

the illusion of immersion in a VE are: 
The three complementary technologies used to create 

0 Sensors (e.g. head position or hand shape sensors) 

e Effectors (e.g. stereoscopic displays or head- 
phones) 

Special purpose H/W 13 S/W (connecting the sen- 
sors and effectors in such a way to  create experi- 
ences encountered by people immersed in a physi- 
cal environment). 

A general diagram showing the structure of a VR- 
based system and the linkages of its components is 
shown in Fig.1. 

Figure 1: General structure of VR systems 

The environment experienced with a teleoperator 
display is real, while that experienced via a VE sim- 
ulation is imaginary. Real and simulated data can be 
combined via digital processing to produce intermediate 
environments of real and simulated (synthetic) objects. 
The human operator can interact with a VE presented 
by means of head and body referenced displays, the 
success depending on the fidelity with which sensory 
information is presented to  the user. 

111. VR in TELEOPERATOR CONTROL 

Teleoperators (telerobots) are used for work inside 
highly dangerous environments where the presence of 
man is not allowed. Such environments are for example 
space, undersea media, radioactive media, etc. One of 
the effects of VR is that the term teleoperation tends to  
be replaced by the term telepresence or teleedstence [4]. 
This trend is due to  the immersion phenomenon which 
takes place in VR and projects the human operator into 
a realistic representation of the true spot. A second 
effect of VR is that many applications that needed fully 
autonomous robots, can be implemented via the VR 
concept (see for example [5]). 

Two principal components of teleoperation VEs are: 
the head tracker and the sensor which couples the 
hand position to  the end effector at a remote work- 
site. Popular head trackers are: the electromagnetic 6- 
DOF tracker of Polhemus Navigation, accelerometers, 

optical tracking H/W and acoustic systems (CAE Elec- 
tronics). The earlier electromechanical sensor used to 
couple hand position to  remote end-effector is the joy- 
stick. More complex sensors can determine hand shape 
and hand position. Joysticks may be isotonic (CAE 
Electronics), which allow significant travel or rotation 
along the sensed axes, or isometric (Spatial Systems) 
which sense the applied forces and torques without 
displacement [SI. Examples of anthropomorphic robotic 
end-effectors include Tomovic’s hand [7] and Utah/MIT 
hand [SI. Such hand-like end-effectors with many DOFs 
may be manually controlled directly by hand-shape sen- 
sors, e.g. the EXOS exoskeleton hand master [9, 101. 
A more recent device provides static and dynamic posi- 
tional fidelity with instructive operation and convenient 
donning and doffing [ll]. The combination of haptic 
(touch) and visual feedbacks led to very important re- 
sults in VR telerobotics in the 1980s. The first VR 
system was built by NASA (VIVID project) in the pe- 
riod 1981-1983 [12]. To specialize the general structure 
of VR systems shown in Fig. 1, the human operator is 
assumed to be divided in three subsystems( “sub-men”), 
namely: 

Decisaonal man: Decides what tasks are to be per- 
formed within the VE. 

Sensory man: Watches the execution of the desired 
modifications and induces a control of physical man’s 
commands. 

Physical man: Uses body gestures or voice to com- 
mand appropriate modifications of the VE. 

The human operator cooperates with the VR en- 
gine which is used to  update the VE according to 
his(her) commands and transmit the generated infor- 
mation to the sensory man. The VR engine receives the 
physical man commands via suitable input interfaces, 
and addresses the overall sensory system of the man 
through the output interfaces, namely visual displays 
(helmets, screens, etc), haptic displays (haptic feed- 
back, force feedback, tactile devices), and auditive tast- 
ing and smelling devices. The immersion phenomenon 
is directly related to  the features of the output inter- 
faces. 

The above are shown schematically in Fig. 2 where 
one can see that a VR system can be connected to ei- 
ther a local (closed) system or to  a remote (open) sys- 
tem [13]. Examples of remote systems are a remote 
computer, another human operator, and a robot. 

IV. VR in MOBILE ROBOT CONTROL 

The remote control of mobile robots is a difficult 
task since the operator has a limited perception of the 
remote environment. VR helps in improving the opera- 
tor’s perception by providing him (her) with additional 
views. A driver on a steered vehicle has multiple sen- 
sory information such as vision, audio, speed, accelera- 
tion etc. However, when the vehicle is remotely steered 
the information may be very limited, perhaps one or 
two images and/or the sound picked by a mike. 
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Figure 2: General architecture of a VR system applied 
to teleoperation 

The use of vision sensors on vehicles has serious lim- 
itations due to the limited field of view provided by 
the lenses of the cameras (lenses with wide angles suf- 
fer from strong distortion and do not provide accurate 
judgements of distances and speeds, while cameras that 
give good depth information have limited fields of view). 
Also the position of the camera on the vehicle is very 
crucial. 

A solution that leads to  highly improved driving per- 
formance is t o  automatically turn the camera into the 
curve [14]. An other solution is to have a second VI+ 

hicle also equipped with a camera system which auto- 
matically follows the telecontrolled vehicle. Also, some 
degree of redundancy is needed here to  enhance usabil- 
ity and security in case of system faults or breakdowns 
(usually a second camera and radio link are put on the 
vehicle). In many cases a 3-D representation of the ter- 
rain where the mobile robot has to  move is used which 
is possible only when 3D models are available, eg. when 
the robot moves in an indoor or a well-structured (med- 
ical, industrial) environment. An integrated remotely 
controlled mobile service robot via suitable multi-modal 
human-robot interface (MRI), including human-robot 
natural language commands, was proposed in [15, 161. 

A good alternative solution is t o  use VR and 3D com- 
puter graphics [17, 181. Of course equipping the mo- 
bile robot with autonomous functions such as obstacle 
avoidance, automatic odometry-distance measurement, 
moving object following, home recovery etc., further 
enhances safety and operational performance [19, 211. 
The teleuser must have the feeling that he (she) totally 
controls the vehicle. 

A particular scheme for controlling a mobile vehicle 
via VR was proposed in [22]. This scheme, which uses 
a combination of manual and supervisory control, is 
called “interactive autonomy” scheme and is based on 
the idea of providing the operator with virtual views of 
the mobile robot and its environment (fig.3). 

The system involves a set of programs running on 
multi-platforms/OS in a multi client-server structure 

Nserver 

RF Video Link TZ-J+L-/ MobileRobot 

Figure 3: The ‘‘interactive autonomy” scheme 

(Fig.3). All programs communicate via sockets using 
the TCP/IP protocol. The principal program is called 
VIRTUAD (VIRTUal nomAD) and runs in a Wintel 
environment. VIRTUAD provides the user with: (i) a 
real view from the on-board video camera, (ii) multiple 
virtual views, and (iii) a joystick interface to control the 
mobile robot. The other programs run on UNIX ma- 
chines. The NVR Server performs a connection with 
Nserver, and has access to the robot’s information. It 
reads the robot’s configuration and position (x, y, steer 
angle and turret orientation) as well as the values re- 
turned by the sensors, and sends commands to the 
robot. VIRTUAD (the client) requests the robot mo- 
tion data (position, orientation, sensor readings) and 
can provide configuration and motion commands. The 
NVR Server is also employed by the NVRNomad applet 
in the Web version of the system [23]. 

V. HAPTIC FEEDBACK CONTROL in 
ROBOTIC VEs 

The term “haptic” comes from the Greek word 
“aq57f (touch) and usually refers to the human hand 
which can act on the environment and also perceive 
its physical characteristics. This close interconnection 
between action and perception in the human hand is 
expressed by considering the haptic sense as an “active 
sense” [24, 251. With reference to  Fig.2, a general hu- 
man/VE haptic interaction involves the interconection 
of three entirely different systems: the h u m a n  haptic 
system (i.e. the human hand with its functionalities and 
prehensile skills), the virtual engine (i.e. the computer 
simulation and animation modules) and the haptic de- 
vice (input/output peripheral). The main properties 
and functionalities of each of these systems are briefly 
described in the following. 

A .  H u m a n  hand functionality 
The main function of the human hand is to per- 

form intentional prehensile actions on the objects of 
the surrounding environment, that is t o  perform grasp- 
ing and manipulation tasks. Many human hand grasp 
taxonomies exist which try to  divide the different forms 
of grasping according to  the following two criteria: 

0 the geometrical form of the grasped object, which 
determines the geometry of the performed grasping (eg. 
spherical or prismatic grip, [26], etc.); 

0 the characteristics of the manipulative task to be 
perfromed, for instance the exerced force requirements 
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(amplitude and direction of the applied forces) or re- 
quirements on precision (fine manipulation, compliance 
etc.). 

Based on such anatomical and functional character- 
istics, Napier [27] has distinguished two main classes: 
power grasp and precision grasp. 

B. Human haptic perception 

The haptic perception can be defined as the capacity 
to obtain a variety of sensory information related to the 
physical properties of the external world, by means of 
hand actions on the surrounding environment (physical 
contact between fingers and Objeds)* The Figure 4: The LRp force-feedback exoskeleton glove. 
and variety of the sensations provided by the human 
hand has often lead the researchers to describe this sen- 
sory modality as a complex set of senses, called “sense 
of touch”. Generally, haptic perception is often consid- 
ered to be divided in two distinct sensory modalities: 

e kinesthesis, that is the perception of mouvements 
(proprioception) and forces [28]. 

e tactile sense, that is the perception of cutaneous 
stimuli. (local deformation of the skin, temperature, vi- 
bration etc.). 

The haptic sense relies on a multitude of afferent sen- 
sory signals provided by a variety of mechanoreceptors 
which are situated on different areas of the human hand 
and arm: the skin, muscles, tendons and joints. 

The complexity and redundancy of generally all the 
human sensori-motor systems is often taken into ac- 
count for the design of VR systems based on the use of 
sensory substatutaon techniques [29]. This means that 
information usually related to  one sensory domain are 
conveyed through a different sensory modality (for in- 
stance, visual presentation of feedback forces etc.). The 
same principle could also be applied for a single sensory 
modality. 

C. The LRP force-feedback exoskeleton glove 

The problem mentioned above was in fact the start- 
ing point of the work reported in [30, 311, which was 
based on the LRP exoskeleton force-feedback glove 
(fig.4). This glove consists of five fingers and has 19 
degrees of freedom (dof) (14 actuated and 5 passive). 
Total weight of the mechanism does not exceed 350 
gr. Two types of sensors are integrated in the sys- 
tem. Optical encoders are mounted on pulleys situ- 
ated close to  the motor shafts and measure the dis- 
placement of the cables. Based on these measures, the 
finger joint flexions are estimated using a simplified cal- 
ibration model. Miniature force sensors (strain gauges) 
are also mounted on the endpoint of each cable. These 
sensors measure the traction force exerced by each ca- 
ble and allow the estimation of the torque applied on 
the corresponding joint of the human hand. These sen- 
sors have a linear behaviour for measured forces up to 
4.5 Nt. 

The LW hand master has a double functionality: 
from one hand, as an input device, it monitors the joint 
mouvements of the human hand fingers allowing either 

the remote control of a mechanical hand or the ani- 
mation of a virtual hand within a VE. On the other 
hand, as a feedback device, its main function is to ap- 
ply torques on the joints of the fingers and to convey 
haptic sensations relative to virtual or real telemanip- 
ulation tasks . 

VI. Examples 

Here two examples are reviewed (Dortmund, Paris) 
which show the structure, actual components and capa- 
bilities of VR systems applied to robotic applications. 
Of course many other similar systems exist in the liter- 
ature [32, 331. 

A.  Multi-Robot VR-based control and supervision 
(CIROS) 

The CIROS multi-robot testbed was developed at 
the Institute of Robotics Research (IRF) in Dortmund, 
Germany [34]. It consists of two redundant robots 
with six revolute and one translational axes, and it is 
equipped with a tool exchange capability. This 2-robot 
system with the torque/force sensors at the wrists allow 
fully coordinated operations which resembles the coop- 
eration of two human arms. The robots are equipped 
with mounted cameras and one additional camera su- 
pervises the scene of the overall laboratory. 

The VR-based man-machine interface was designed 
so as to permit the intuitive definition of new tasks, the 
checking of status information and the transmission of 
emergency messages and messages indicating the suc- 
cessful completion of tasks [35]. 

The motivation for designing the VE for the CIROS 
testbed was to  provide “a familiar” environment to an 
operator who performs experiments in the space labo- 
ratory from the ground with the aid of the CIROS-VR 
system. To immerse into the VE, the operator (exper- 
imenter) wears a head-mounted display (HMD) and a 
data-glove. A PC-based version of this VR-system was 
designed as a result of cooperation between Dortmund’s 
IRF and the Institute of Robotics and Intelligent Sys- 
tems of the University of Southern California (USC). 
This version was able to  successfully control the CIROS 
testbed in Germany from the USC via the Internet. The 

283 



VR-system was based on the COSIMIR (Cell Oriented 
Simulation of Industrial Robots) system which has been 
developed at Dortmund’s IRF [36]. COSIMIR can run 
on different platforms (PCs, Silicon Graphic machines, 
etc.) and the VR-system was implemented using the 
standard client-server approach. The DB contains in- 
formation about change-reaction and interaction mod- 
els, which enable the VR-system to deduce control in- 
formation’for the robotic system in the same way as 
actions performed in the VE can be transformed into 
programs to make phsical robots do the same thing in 
reality. This capability was named projective virtual re- 
ality (PVR) since the actions performed by humans in 
the VE are projected onto the robots t o  carry out the 
task in the physical environment. 

A new mode of operation of the VR-system was de- 
veloped, called task deduction mode, which exploits the 
capabilities of an advanced multi-robot control struc- 
ture, named IRCS (Intelligent Robot Control System) 
[37, 381. With this scheme, during the operator’s work, 
the various subtasks that are performed by him (her) 
are recognized, and tasks descriptions for the IRCS are 
deduced. These task descriptions are then provided to  
the action planning component of the IRCS and carried 
out successfully by the IRCS. 

B. Hand-distributed kinesthetic feedback system 
(LRP Hand Master) 

This system was developed at the LRP (Laboratoire 
de Robotique de Paris) 1291-[31] and was built around 
the LRP hand master (fig.4). The system was used as 
the experimental platform for the evaluation of hand- 
distributed kinesthetic feedback methods and human 
haptic perception. 

The overall hardware architecture of the experimen- 
tal system is illustrated in figure 5. It consists of: 

0 two Hewlett-Packard (HP) workstations equiped 
with graphics accelerator. The first workstation (HP- 
A) performs graphic rendering of the virtual scene (vir- 
tual hand and objects), while the second one (HP-B) 
assures operations such as collision detection and com- 
putations concerning feedback-force distribution on the 
hand. 

0 a 3D tracking sensor, of type IsotrackTM of Polhe- 
mus. This sensor provides real-time information on the 
position and orientation of the human hand in space. 
This information is subsequently used by the virtual 
engine to animate and control the motion of the virtual 
hand. 

0 the LRP hand master which is a prototype force- 
feedback exoskeleton glove developed in our laboratory. 
It is controled by a PC (Pentium 133MHz Processor) 
equiped with a number of AD/DA boards allowing data 
acquisition for the optical encoders and for the force 
sensors, as well as data conversion for the control of 
the DC motors. All these boards are interfacable on 
the ISA bus of a standard PC. Communication between 
the control PC and the HP-B workstation is performed 
using a RS-232 serial communication link. The two 

HP workstation communicate with each other using an 
Ethernet network connection. 

The goal of kinesthetic feedback is t o  provide to the 
human operator pertinent sensory information concern- 
ing his interaction with a VE and therefore improve his 
perception of virtual physical properties. For instance, 
in the context of a robot telemanipulation application 
this could mean feeling the interaction of the robot with 
its environment and therefore the characteristics of the 
manipulated objects and in general of the remote envi- 
ronment. These characteristics can be related to static 
parameters (such as the stiffness or the weight of a ma- 
nipulated virtual object), as well as t o  dynamic parame- 
ters or events (such as collisions with obstacles, friction 
characteristics etc.). 

One question that can be raised is: how can the 
external wrenches, related to  static or dynamic charac- 
teristics simulated within a VE, be distributed on the 
human operator hand in order t o  generate the appro- 
priate sensations for the creation of the corresponding 
“perceptual images”. This problem was formulated as 
a non-linear optimization problem and solved using the 
Lagrange multipliers technique [31]. The solution was 
based on a quadratic optimization criterion’ which in- 
troduces terms interpreting human intention (squeez- 
ing coefficients for the manipulated virtual object) and 
biomechanical grasping data (finger-phalangeal contri- 
bution to  grasping). A method was also developed for 
computing the distribution of “external forces” on the 
human hand during a virtual prehensile task [31]. 

Numerical simulation results demonstrated that the 
complexity of the method is approximately linear with 
respect t o  the number nc of the contact (grasping) 
points of the virtual object being grasped by the virtual 
hand. Even in the case of the most complex grasping 
type (power grip with 20 contact points) execution time 
does not exceed 20 msec, which is acceptable for appli- 
cations that need real-time interactions with a VE. 

The haptic sensations created to  the human oper- 
ator using the proposed hand-distributed kinesthetic 
feedback were evaluated relatively to  the perception of 
the weight of a manipulated virtual object. The per- 
formance of the system was evaluated by estimating 
the Weber fraction (defined above) related to the per- 
ception of the weight of a manipulated virtual object. 
These estimates constitute a measure of the. resolution 
of the haptic feedback system and indicate with which 
precision the human subject can discriminate between 
different sensory stimuli (in this case virtual weights ap- 
plied/distributed on the human hand via the described 
glove-based kinesthetic feedback). The perception of 
the weight of a virtual object, by the application of the 
proposed kinesthetic feedback, is of particular interest. 
It involves the application not only of internal grasping 
forces (squeezing forces during active deformation of the 
manipulated virtual object), but also the distribution 
of an external static wrench on the human hand. 
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Figure 5: Hardware architecture of the LRP experimental VR system 

VII. CONCLUDING REMARKS 

This paper has reviewed the fundamental concepts 
involved in VR/VEs with emphasis on the problems re- 
lated to  haptic interaction between the human operator 
and a virtual environment. Two case study examples 
have been discussed., 

The first concerns the VR system realized to  cope 
with the various tasks carried out by autonomous multi- 
robot systems for space-laboratory servicing or au- 
tonomous walking robots. This system enhances the 
“plain VR” to the secalled “projective V R  where VR- 
technology is employed as an intuitively operable man- 
machine interface for robotic systems. 

The second example concerns the VR system real- 
ized for the integration of an exoskeleton glove device 
(the LRP hand master) and the realization/synthesis of 
hand-distributed kinesthetic feedback to  be applied on 
the fingers. Using this system, a series of experiments 
were performed concerning the perception of the weight 
of manipulated virtual objects. The results obtained 
are based on the estimation of the Weber fraction. The 
Weber fractions obtained for virtual reference weights 
F,. = 2N and 3N are similar with a mean value equal 
to 14.9%. This result is close to the ones reported by 
other researchers concerning the perception of external 
forces applied on the human arm or fingers. 

Further work is needed to  integrate the above kines- 
thetic feedback for telemanipulation applications based 
on human actions and on the use of VR techniques. 
Other forms of sensory feedback must also be inte- 
grated, and their relative contribution evaluated, such 
as a tactile feedback (vibration or heat) on the palmar 
surface of the fingers, or a force feedback on the wrist. 
In the field of Robotics, a lot of work is actually con- 
centrated on the study of problems such as: 

- off-line robot programming and learning by human 
demonstration, especially based on virtual task execu- 
tion using natural human hand actions; 

- dextrous on-line telemanipulation using virtual re- 
ality techniques. 

The transfer especially of the human hand dexterity 
towards the robot manipulator system still constitutes a 
great challenge and is a topic of active modern research. 
VR can also also be used for knowledge elicitation in 
robotic, manufacturing and other systems [39] .  This is 
a good problem to explore. 
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