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Abstract— Over the past few years, deep learning methods
have shown remarkable results in many face-related tasks
including automatic facial expression recognition (FER) in-the-
wild. Meanwhile, numerous models describing the human emo-
tional states have been proposed by the psychology community.
However, we have no clear evidence as to which representation
is more appropriate and the majority of FER systems use either
the categorical or the dimensional model of affect. Inspired by
recent work in multi-label classification, this paper proposes
a novel multi-task learning (MTL) framework that exploits
the dependencies between these two models using a Graph
Convolutional Network (GCN) to recognize facial expressions
in-the-wild. Specifically, a shared feature representation is
learned for both discrete and continuous recognition in a
MTL setting. Moreover, the facial expression classifiers and
the valence-arousal regressors are learned through a GCN that
explicitly captures the dependencies between them. To evaluate
the performance of our method under real-world conditions
we perform extensive experiments on the AffectNet and Aff-
Wild2 datasets. The results of our experiments show that
our method is capable of improving the performance across
different datasets and backbone architectures. Finally, we also
surpass the previous state-of-the-art methods on the categorical
model of AffectNet.

I. INTRODUCTION

Facial expressions are one of the most powerful nonverbal
ways for human beings to convey their emotional state [11].
Facial expression recognition (FER) has been a topic of study
for decades due to its potential applications in various fields
including human-computer interaction, digital entertainment,
advertisement, health care and intelligent robot systems [10],
[3], [43], [46], [20]. However, recognizing facial expressions
in the wild is still very challenging due to variations, occlu-
sions and the ambiguity of human emotion [37], [55].

While the cultural and ethnic background of a person can
affect his expressive style, Ekman indicated that humans
perceive certain basic emotions in the same way regardless of
their culture [18], [17]. These six universal facial expressions
(happiness, sadness, surprise, fear, disgust and anger) consti-
tute the categorical model. Contempt was subsequently added
as one of the basic emotions [42]. Due to its direct and in-
tuitive definition of facial expressions, the categorical model
is used in the majority of FER algorithms ([4], [1], [28],
[26], etc) and large-scale databases (AffectNet [44], RAF-
DB [36], SFEW [13], FER-2013 [22], EmotionNet [19],
etc). However, the subjectivity and ambiguity of restricting
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Fig. 1: Distribution of the basic expressions in the VA
space using the validation set of AffectNet that illustrates
the emotional dependencies between the categorical and the
dimensional model. The basic emotions are located around
the neutral emotion that appears when valence and arousal
are close to zero.

human emotion to discrete categories result in large intra-
class variations and small inter-class differences.

Recently, the dimensional model proposed by Russell [51]
has gained a lot of attention where emotion is described
using a set of 2 latent dimensions that are valence (how
pleasant or unpleasant a feeling is) and arousal (how likely
is the person to take action under the emotional state).
Another dimension called dominance is used sometimes
to know whether the person is controlling the situation
or not. Since a continuous representation can distinguish
between subtly different displays of affect and encode small
changes in the intensity, some recent algorithms [47], [7],
[31] and databases (Aff-Wild [60] and AFEW-VA [32]) have
utilized the dimensional model for uncontrolled FER. Even
so, predicting a 2-dimensional continuous value instead of
a category increases a lot the task complexity and lacks
intuitiveness.

Altogether, the categorical and the dimensional model
have their respective benefits and drawbacks [28]. Therefore,
recent studies try to leverage both representations, along with
Action Units (AU) detection, through multi-task learning
(MTL) [7], [31], [58]. However, the strong dependence
between the categorical and the dimensional model is not
fully exploited when they only share a common feature rep-
resentation. Fig. 1 illustrates this relation using the validation
set of AffectNet.
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search on how to properly capture and explore the correlation
between labels [38], [35]. In [9], Chen proposed ML-GCN
model for multi-label image recognition that explicitly learns
the labels correlation by generating the object classifiers via
a Graph Convolutional Network (GCN) [30]. Inspired by
this architecture, we propose Emotion-GCN a novel GCN
based MTL framework for FER in the wild. The main
idea in this paper is to to generate dependent expression
classifiers and valence-arousal (VA) regressors though a
GCN based mapping function instead of learning them as
separate parameter vectors. The generated vectors are then
applied to an extracted image representation to enable end-
to-end training. Hence, the dependence between the cate-
gorical and the dimensional emotion models is explicitly
captured through both a shared feature representation and
the dependent classifiers and regressors. Experiments on the
AffectNet and Aff-Wild2 datasets indicate that Emotion-
GCN increases the performance across different datasets
and backbone networks managing to achieve state-of-the-art
results on the categorical model of AffectNet.

The rest of this paper is organized as follows. Section
II presents the recent work on FER systems and MTL.
Section III describes the deep learning method that this paper
proposes. Section IV discusses the experimental results, pro-
viding a clear view of the accuracy improvements introduced
by our method. This section also includes a description of
the data used during the experiments. Finally, Section V
summarizes the key aspects of our work and concludes the
paper.

II. RELATED WORK

Image-based FER has been extensively studied for many
years. Typically, a FER system consists of three stages: face
detection, feature extraction and classification. Traditional
approaches tend to conduct FER by using handcrafted fea-
tures, such as Local Binary Patterns [53], Gabor wavelets
[40], [45] and Histogram of Oriented Gradients [5]. While
there is a lot of intuition behind these features and their per-
formance on several lab-controlled databases is impressive,
they lack generalizability and sufficient learning capacity
[37].

Later, many in-the-wild facial expression databases were
developed that enabled the research of FER in more chal-
lenging environments. Deep Convolutional Neural Networks
(CNNs) have achieved promising recognition performance
by learning powerful high-level features [61], [15], [59], [29],
[24], [14]. In [39] and [57] region-based attention networks
were designed for pose and occlusion aware FER, where
the regions are either cropped from landmark points or fixed
positions. Facial Motion Prior Networks were proposed in [8]
that generate a facial mask to focus on facial muscle moving
regions. In [25] deep Siamese neural networks equipped with
a supervised loss function were used to reduce the high intra-
class variation of the task. In [21] deep and handcrafted
features were combined and a local learning framework
was used at test time based on SVMs. Recently, Self-Cure
network [56] was proposed that suppresses the uncertainties

caused by ambiguous expressions and the suggestiveness of
the annotators.

MTL was first explored in [6] based on the idea that learn-
ing complementary tasks in parallel while using a shared rep-
resentation improves the generalization performance. Since
then, MTL has been used in many areas of computer vi-
sion, such as classification and detection [52] or geometry
and regression tasks [16]. In the facial analysis domain,
a multi-purpose algorithm for seven face-related tasks was
proposed in [50]. FATAUVA-Net [7] performs sequential
facial attribute recognition, AU detection, and VA estimation
on videos. In [31] a holistic framework was proposed that
jointly learns three facial behavior tasks (recognition of basic
emotions, VA estimation and AUs detection) and two simple
strategies were used for coupling the tasks during training.
Closer to our work, in [58] a two-level attention with a
two-stage MTL (2Att-2Mt) framework was proposed for
facial emotion estimation on static images. However, the
work was focused mainly on the estimation of VA and the
dependencies between the emotion representations was not
further explored.

Apart from MTL, research on the dependencies between
the categorical and the dimensional emotion representations
is limited. Recently, in CAKE [28] the link between the
two representations was explored and a 3-dimensional repre-
sentation of emotion learned in a multi-domain fashion was
proposed.

III. OUR PROPOSED METHOD

In this section the architecture of the proposed network,
the dependent classifiers and regressors and the MTL setting
for recognition are introduced. The overall architecture of
the proposed Emotion-GCN is shown in Fig. 2.

A. Feature extraction

Given an input image I of size 227�227 pixels, we obtain
1024 � 7 � 7 feature maps using a Dense Convolutional
Network (DenseNet) [27]. Each layer in DenseNet obtains
additional inputs from all preceding layers and passes on
its own feature-maps to all subsequent layers to ensure
maximum information flow between layers. Then, a global
max-pooling function is applied to get the feature vector x
of the image:

x = fgmp(fcnn(I)) 2 RD (1)

where fcnn corresponds to the convolution layers of the
DenseNet, fgmp to the the global max-pooling function and
D = 1024.

B. Dependent classifiers and regressors

Given the feature vector x of the image, we want to
learn one classifier for each facial expression (classification
task) and one regressor for each dimension in the VA space
(regression task). Each classifier acts as a weight vector
that is multiplied with the feature x and then passes though
a softmax activation function assigning a probability score
to its emotion category. In parallel, each regressor follows
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