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7. Visual comparison with GANmut [2]3. Pipeline

2. Method overview

• NED can control facial expressions in videos by 
conditioning the manipulation either:

a) on emotional labels, or

b) on the specific style of a reference video.

• We use a mouth-related train loss to preserve lip motion:

YouTube actors dataset MEAD [1] database
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6. Experimental results

4. 3D-based Emotion Manipulator training

• Multi-domain adversarial training using expression 
parameters from multiple videos of talking faces.

5. Neural Face Renderer training

• Person-specific “self-reenactment” training: reconstruct 
the face images from the conditional geometry images.

1. Introduction

• The first method for speech-preserving emotion 
manipulation in videos.

• It automatically changes the emotion of a talking face 
given only semantic information as input.

• Semantic control of facial performance could be a key 
tool for movie production, video games, extended reality.
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9. Failure cases

• More realistic 
results, with 
much less 
artifacts.

• Input videos with big 
changes in illumination 
conditions or subject's 
appearance.

a)

b)

✘

✔

https://foivospar.github.io/NED/

