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ABSTRACT

In this work, we explore the discriminating ability of short-term sig-
nal patterns (e.g. few minutes long) with respect to the person iden-
tification task. We focus on signals recorded by simple wearable
devices, such as smart watches, which can measure movements (ac-
celerometer and gyroscope sensors) and biosignals (heart rate mon-
itor). To address the person identification problem, we develop a
deep neural network, based on one-dimensional convolutions, which
receives raw signals from three different smartwatch sensors and
predicts the person wearing the smartwatch. Experimental results
indicate that even with signals from wearable sensors collected at
intervals of only 10 minutes, different users can be identified with
notably high accuracy, revealing the existence of distinct short-term
patterns of movement and heart rate between different persons.

Index Terms— person identification, wearable sensors, deep
convolutional neural networks, behavioral biometrics

1. INTRODUCTION

Person identification from behavioral and physiological signals can
be employed in a variety of applications, ranging from authentica-
tion and cognitive biometrics [1, 2], to leveraging the identity of the
person for offering personalized services [3]. In addition, person
identification from wearable signals can also provide useful insights
on patients with psychiatric disorders, by identifying the distinctive
behavior of these individuals [4], i.e. creating a reliable behavioral
profile, and consequently detect significant changes in behavior due
to their condition.

Related works in the literature typically focus only on biosignals
such as ECG (electrocardiogram), EEG (electroencephalogram), or
EDR (electro dermal response) [2, 5, 6]. In [7], mobile accelerom-
eter data were used for person identification, employing a simple
set of features on the extracted waveforms, while in [3] the authors
leveraged accelerometer data to identify the user of specific objects
in a smart home. Buriro et al. [8] used smartwatches in order to
extract an arm-movement fingerprint, when the person attempts to
make specific gestures. So far the literature either focused on in-
tense, distinct activities (arm or gait movement), hard-to-collect sig-
nals (ECG, EEG) or daily activities (at a macroscopic scale). In
this work, we explore person identification from data collected by
low-cost off-the-shelf sensors, such as a wearable smartwatch, at at
fine-grained time scales (such as 5 or 10 minutes). Hence, we have
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created a dataset by continuously monitoring twenty volunteers, try-
ing to discover short-term patterns, not only for intense movements,
but over every activity/state (e.g. resting or sleeping).

To address the person identification task, we propose a Deep
Neural Network (DNN) architecture, which takes as input three dif-
ferent wearable sensor measurements (namely linear acceleration,
angular velocity, and heart rate) and identifies the person who gen-
erated the signals. The proposed neural network is based on con-
secutive one-dimensional convolutions leading to a fast and well-
performing person identification approach. Furthermore, we discuss
several problems and limitations that arise from using low-cost wear-
able devices, such as the existence of unique noise per sensor, which
can easily lead to a misinterpretation of the results (identifying the
sensor rather than the person).

The rest of the paper is organized as follows: in Section 2 we
present the smartwatch sensors, the collected data, and the final
dataset which was created in order to evaluate our approach on per-
son identification. The proposed deep learning approach is presented
in Section 3, describing in detail the architecture and the reasoning
behind each component. Section 4 contains an extensive experimen-
tal exploration of the task at hand, while Section 5 focuses on the
sensor noise interference problem. Finally, conclusive remarks are
drawn at Section 6.

2. COLLECTED DATA

To validate the method presented in this work, wearable data from 20
volunteers, 20 to 35 years old, were recorded over a period of twenty
or more days. The continuously recorded data included 1) angu-
lar velocity (gyroscope sensor), 2) linear acceleration (accelerometer
sensor with gravity compensation), and 3) heart rate measurements
acquired via photoplethysmogram. An example of the waveform
measured by the accelerometer (for the x axis) is depicted in Fig. 1.
The raw data were recorded with a sampling frequency of 20Hz and
SHz for the kinetic sensors and the heart rate sensor, respectively.
The wearable used was a Samsung Gear S3 Frontier smart watch.
In addition, by taking advantage of the provided API, we automat-
ically recorded the sleeping schedule for each subject, as well as
their steps, aggregated over periods of 1 minute length. The volun-
teers were instructed to continuously wear the smart watch, except
for a 2-hour period during each day, which was needed to charge it.
To organize this large collection of everyday raw sensor data,
we split the recordings into intervals of predefined duration (e.g. 10
minutes). The selected duration should be few minutes long for two
main reasons: 1) we want to explore the information in a micro-
scale, which is usually discarded by mainstream analysis of biosig-
nals (simple statistics) and 2) we want to create a dataset of signifi-
cant size in order to efficiently apply machine learning techniques.
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Fig. 1. Raw data (only x-axis) drawn from the accelerometer sensor.

For the sake of brevity, we annotate the raw signals of ac-
celerometer, gyroscope and heart rate sensor as acc, gyr and hrm
respectively. As we already have mentioned, we also store an indi-
cation of the sleeping and walking/running states. Such information
would be very helpful in the upcoming analysis and therefore we
distinguish three categories: 1) sleep: the person is asleep, 2) walk:
the person is walking, 3) other: the person is neither sleeping nor
walking (resting, standing, minor hand movements etc.).

After splitting the recordings, and discarding intervals where
data were not recorded, either due to sensor/application malfunc-
tion, or because the subject was not wearing the sensor, we have
a total of 60199 intervals, of which 17953 intervals correspond to
sleep, 23235 intervals to walk, and 19011 intervals to other. The pre-
sented dataset is publicly available at http://cvsp.cs.ntua.
gr/research/person—-id-dataset/.

3. ADEEP NEURAL NETWORK APPROACH

To effectively address the problem of person identification we em-
ploy a Deep Neural Network (DNN), which takes as input the three
different signals from the sensors of the smart watch and returns a
class id, which corresponds to the person wearing the watch.

Due to the sequential nature of the input data, an immediate as-
sumption would be that recurrent neural networks (RNN5s) should be
a perfect fit for the task. Nonetheless, RNNs have been proven to
be cumbersome to train (convergence related problems) [9], while
they cannot be parallelized, leading to high inference times. On the
other hand, 1D convolutional layers are fully parallelized and can
capture local context over sequences. When we stack several such
layers we can effectively capture large context, resulting to a fixed
sized representation of the entire sequence.

Based on the aforementioned observation, we build our architec-
ture for the task at hand by stacking multiple 1D convolutional lay-
ers. Each convolutional layer is followed by a batch normalization
layer (which speeds up convergence [10]) and a ReLU non-linearity.
Similar architectures, based on 1D convolutions, have been previ-
ously used on ECG signals for compressing [11], detecting arrhyth-
mia [12] or even predicting the sleep state [13].

An important aspect of this problem is the existence of three dif-
ferent streams of data, not necessarily synchronized. Data recorded
by the accelerometer and the gyroscope may display small shifts in
timestamps amongst them, while the heart rate is recorded at a dif-
ferent sampling frequency (SHz versus 20Hz of acc and gyr data).
In order to avoid merging the data streams into one common stream
from the start (e.g. concatenate acc and gyr along with an inter-
polated version of hrm), we merge the data streams after they have

been processed by a block of 1-d convolutional layers, specifically
designed for the respective stream. In this case, this means that
the blocks corresponding to acc and gyr data have more convolu-
tional layers compared to the ~rm block, to compensate for the signal
length difference. For the same reason, they also have two pooling
layers of stride 2. By merging a more abstract representation at a
higher level, the network does not have to learn the synchronization
variations of the data streams, bypassing this way adding an unnec-
essary complexity to the problem.

The merge is performed by concatenating the three different sig-
nals after transforming them into having the same length and di-
mension. After merging the generated feature sequences, we apply
the final convolution block, consisting of multiple 1D convolutional
layers along with batch-normalization and ReLU. All convolutional
layers have a kernel of length 5. This block contains also dropout
layers after each ReLU non-linearity in order to avoid over-fitting
and converge to a generalizing solution. The sequence length is re-
duced per few convolutional layers using an average pooling opera-
tion. At the top of the network, we apply average pooling over the
entire remaining sequence, followed by a fully connected layer. The
basic architectural structure of the proposed network is visualized in
Figure 2.

Person Id

concatenate feature
sequences of even length

Fig. 2. Architecture of the proposed network. Each data stream
will be individually processed before merging. The reported blocks
consist of consecutive 1D convolutional layers along with batch-
normalization and ReLU.

Note that in this work we do not perform an architecture ex-
ploration, since we propose a well-performing architecture, metic-
ulously crafted for the specific problem, aiming to explore the dis-
criminating capability of short-term signals. It is highly probable
to attain slightly better accuracy results by fine-tuning the proposed
architecture.

4. EXPERIMENTAL EXPLORATION

In this section, we explore the ability to accurately identify a per-
son from micro-behavioral and physiological data with respect to
the person’s states (sleep, walk, other), the sensors’ contribution, the
duration of the recorded interval and the sampling frequency.

The dataset is split into train/test sets as follows: the intervals
corresponding to the first 75% of the overall user’s recorded days are
added to the train set while the rest 25% are added to the test set. Ap-
proximately, for each user, we have 15 days for training and 5 days
for testing. Note that the number of intervals per day varies between
users. According to this setup, the resulting 10-minute intervals are
~ 45000 and ~ 15000 for training and testing, respectively.
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For the upcoming experiments the architecture is the one de-
scribed in Sec. 3 unless stated otherwise. The training procedure is
the same for all experiments.'

4.1. State Dependency and Sensor Contribution

Given the sleep and walk attributes per interval, we can further ex-
plore the significance of these states with respect to the identification
task. For an in-depth analysis, we report the sleep/walk importance
for all possible sensor combinations. Specifically, in order to under-
stand the contribution of each sensor’s data on the person identifi-
cation task, we also evaluate all seven possible combinations of the
three sensors (drop the remaining conv block of the omitted signals).
The results are accumulated in Table 1, lending to insightful obser-
vations: 1) Walk state provides the best performing results, while
sleep the worst. This was to be expected, since intense movements
provide valuable information. 2) Kinetic data (acc and gyr) help con-
siderably the identification task compared to hrm data. However, if
combined, extra performance boost is granted.

sleep walk other overall
acc 57.67% | 86.36% | 80.06% | 75.34%
gyr 67.97% | 85.23% | 80.12% | 78.13%
hrm 71.09% | 44.29% | 54.97% | 55.84%
acc+gyr 85.85% | 94.69% | 90.34% | 90.49%
acc+hrm || 78.84% | 89.11% | 85.84% | 84.78%
gyr+hrm || 81.90% | 88.38% | 86.14% | 85.72%
all 86.17% | 94.17% | 92.65% | 91.50%

Table 1. Exploring the impact of person’s states and sensors’ com-
binations on the person identification accuracy.

4.2. Minimum Distinctive Interval Duration

The initial choice of 10 minutes intervals has a very clear intuition:
select the interval small enough to constrain the network to learn
micro-behaviors and not daily habits, and large enough in order to
capture basic activities, such as walking, running etc. Even if this
interval can be considered notably short to provide such accurate
results, one would wonder what is the minimum interval without sig-
nificant drop in accuracy? To this end, we consider a set of different
interval lengths from 10 second up to 10 minutes. The dependency
of the system’s performance over the duration of the interval is de-
picted in Fig. 3. As one would suspect, performance is significantly
dropping along with the interval duration/ Therefore, we conclude
that our initial suggestion of using ten-minute intervals is indeed a
helpful one.

4.3. Minimum Distinctive Sampling Frequency

After finding the minimum interval capable of extracting distinctive
patterns, we consider the case of aggregating consecutive measure-
ments. Since we have a rather high sampling frequency on our initial
setting, it is important to explore the impact of sampling frequency
to the task at hand. In this setting, we will explore different aggrega-
tion lengths over the initial raw data. Aggregation will be performed
by averaging, i.e. we will apply a mean filter (also called moving
average filter) which corresponds to a low-pass filter. As we can
observe in Fig. 4, the identification accuracy is not affected signif-
icantly, even though it slightly drops, up to a window length of 4,

'Overall 80 epochs / SGD optimizer with 0.8 momentum and initial learn-
ing rate of 0.01 / learning rate decreased to 0.001 at 40 epochs.
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Fig. 3. Accuracy (%) dependency on interval duration.

which corresponds to an effective sampling frequency of SHz (con-
cerning the accelerometer and the gyroscope sensors). Using larger
window lengths, or smaller sampling frequency, leads to a notable
drop in performance.

Note that for window size of 256, sleep data are better perform-
ing than walk data, a counter-intuitive result, which can be also ob-
served in Fig. 3 for the case of the minimum interval of 10 seconds.
This phenomenon will be revisited at the next section.
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Fig. 4. Accuracy (%) dependency on aggregation length.

5. PERSON VS SENSOR

Experimental results indicate that we can distinguish every person
with notably high accuracy, even if the person is asleep (86.2%).
Such accuracy is alarming, since sleeping only contains minor
changes in movement and heart rate at sparse intervals. Conse-
quently, we questioned the validity of our results and the general-
ization capability of our network. One major concern was the fact
that each person wears a unique watch, which generates a unique
noise. If the network cannot find discriminative enough features at
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a higher level, it would focus on classifying the sensors’ noise. In
other words, the actual measurements are coupled with a “finger-
print” noise which may distract the trained system. The case of sleep
data is a good example with minor actual measurements, which can
mislead the training procedure. In this section, we will evaluate the
person vs sensor problem and propose solutions in order to train
sensor-independent neural networks.

5.1. Validation Dataset for Sensor Coupling

In order to measure the entanglement of sensor and person informa-
tion which was propagated to the output of the neural network and
thus the identification results, we created a small validation dataset.
Two of the initial volunteers were given watches belonging to differ-
ent volunteers for two additional days and we collected these data as
a distraction dataset. As an entanglement metric of the DNN clas-
sifier we will report the probability of detecting the person vs the
probability of detecting the sensor, using a softmax activation of the
DNN output. Evaluation on the validation dataset is performed by
using an already trained model (on the original dataset) as a prob-
ability estimator. Table 2 contains the aforementioned probabilities
of detecting the person or the sensor for the different person’s states.
Along with the overall system we evaluate the cases of using only
kinetic data (acc and gyr) or only heart rate measurements.

The results strongly suggest that the initial system learned to
classify the sensor along with the person. Intervals with intense
movement were correctly classified, while intervals with no move-
ment (e.g. sleep) are very frequently missclassified to the previous
owner of the watch (i.e. sensor), confirming our initial hypothesis
of entanglement. The network which uses only hrm measurements,
contrary to the one based on kinetic measurements, is very robust
towards correctly classifying the person, even when asleep, hinting
that the sensor noise resides at the kinetic data.

sensors || source | sleep | walk | other | overall
all person | 0.07 | 0.54 | 0.14 0.20
sensor | 0.58 | 0.07 | 0.19 0.37
person | 0.04 | 0.34 | 0.12 0.16
sensor | 0.65 | 0.07 | 0.25 0.41
hrm person | 0.52 | 0.20 | 0.29 0.41
sensor | 0.14 | 0.08 | 0.07 0.11

acc-gyr

Table 2. Person Vs Sensor probabilities for different states (sleep,
walk, other) and sensor combinations.

5.2. Decoupling vs Contaminating

One straightforward solution to the aforementioned problem is to de-
couple the two signals, i.e. separate the actual measurements from
the sensor noise. Nonetheless, this is a non trivial task, since we can-
not accurately define the noise, nor its frequency. Further, even if we
make the assumption that noise resides in the high frequency plane,
we cannot simply apply a low-pass filter since useful information
may exist in high frequency components. This claim is supported by
Fig. 4, where mean filters of trivial size (e.g. 2 or 4) lead to a slight
accuracy decrease for the case of the action “walk”. In other words,
high frequency components contain critical information for intense
movements and cannot be discarded.

Our first approach is to define a method for accurately detect-
ing the sensor noise and subsequently remove it. We assume that
the noise has a much smaller magnitude compared to the real sig-
nal and is periodic. Under these assumptions, we can detect such

low-magnitude periodic signals from the Short Time Fourier Trans-
form (STFT) domain by simply detecting frequency values of similar
low magnitude across the majority of the STFT windows. Next, we
subtract these frequency components, corresponding to the periodic
noise, from the initial magnitude of the STFT and finally we get the
noise-independent signal with the inverse STFT. Performance-wise
this approach did not solve the sensor independence problem and
was abandoned.

A simple alternative to defining a precise decoupling technique
is to contaminate the data with additional artificial noise, capable
of covering the initial sensors’ noise. We consider the following
contamination techniques: 1) randomly zeroing a considerable per-
centage of small STFT components while adding white noise on the
STFT magnitude, and 2) randomly zeroing acc or gyr data entirely,
since they most likely contain significant sensor noise and the system
should learn to identify the user even when one of the input streams
is missing. The aforementioned techniques act as an augmentation of
the raw signals. Trained networks under contaminated data present
increased fluctuations in performance (compared to our initial ap-
proach) and therefore we exhibit the results by averaging over five
networks (an ensemble of networks may solve this problem, but it
will not be explored in this paper). Table 3 contains the accuracy
and the person vs sensor probability of the contamination approach.
The results indicate that we indeed created sensor-independent net-
works, albeit slightly decreasing the overall performance. Note that
we do not aim to perfectly classify 10-minutes intervals, but to dis-
cover distinctive short-term patterns. Therefore the person identifi-
cation can be performed in larger intervals (hour or day) through the
aggregation of persons’ probabilities over several smaller intervals.

sleep ‘ walk ‘ other ‘ overall
84.32% ‘ 93.67% ‘ 89.19% ‘ 88.78%
(a)

source H sleep ‘ walk ‘ other ‘ overall ‘

person || 0.29 | 045 | 0.26 0.27
sensor 0.09 | 0.03 | 0.08 0.08
(b)

Table 3. (a) Identification accuracy (b) Person VS Sensor probabili-
ties for the contamination approach.

6. CONCLUSIONS AND FUTURE WORK

In this paper we studied the ability to successfully identify a per-
son given raw data recorded by noisy wearable sensors and applying
deep learning techniques. Our main focus was to determine if signals
of small duration (e.g. 10 minutes) withhold discriminative patterns
for the person identification task, which could lead to creating an
interesting behavioral profile of each person. One major hindrance
towards our goal was the existence of unique sensor noise, which
misled the DNN to classify the sensor instead of the person. This
was effectively addressed by contaminating the initial raw signals
with artificial noise, capable of covering the sensors’ noise. The
proposed neural network reports outstanding identification results,
especially when the user is walking, verifying our initial hypothesis
of unique short-term patterns per person.

Concerning future work, we should extensively evaluate the sen-
sor vs person problem on a larger scale in order to generate sensor-
independent neural networks: extend the validation dataset, con-
sider alternative noise removal/contaminating approaches or merg-
ing techniques (based on hrm sensor independence) or even consider
the STFT domain as input for a modified neural network with 2D
convolutional layers.
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